
!
EGEE!520!

Computational!
Geomechanics!

Coupled!Processes!of!Flow,!Transport!and!
Deformation!

!
!

Derek Elsworth
EME 521
Mathematical Modeling

Derek Elsworth
Computational Geomechanics
Coupled Processes of Flow, Transport and Deformation







EGEE#520#'#Computational#Geomechanics#

Coupled#Processes#of#Flow,#Transport#and#Deformation#

Derek#Elsworth#

Part#I#'#Introduction#
1#Introduction#
[1:1]#Introduction#

Overview'of'Syllabus'
Attributes'of'the'Class'
' FEM'but'also'SPH/BEM/DEM/LBM'

Physics?based'approach'
1D'through'3D'models'
Coupled'multiphysics'
' CFD'and'solid'mechanics'(momentum)'
' Energy,'Fluid,'mass'flows'
History'of'FEM'
Principal'attributes'of'FEM''

Part#II#'#Finite#Element#Methods#
2#Fluid#Flow#
[2:1]#Fluid#Flow#and#Pressure#Diffusion#

Recap'of'FEM'
Comsol'Applied'to'Flow''
1D'Element'

[2:2]#Fluid#Flow#and#Pressure#Diffusion#
Recap'
Conservation'of'Mass'
Galerkin'Formulation'
1D'Element'and'Analysis'

[2:3]#Fluid#Flow#and#Pressure#Diffusion#
Recap'
2D'Triangular'(Constant'Gradient)'Elements'
' Derivation'
' Example'
' EGEEfem'

[2:4]#Fluid#Flow#and#Pressure#Diffusion#
Recap'–'with'EGEEfem'
2D'Isoparametric'Elements'
' Concept' '
' 1D'example'
' Numerical'integration'

[2:5]#Fluid#Flow#and#Pressure#Diffusion#
Recap''
Isoparametric'Elements'
' Numerical'integration'
' 2D'and'3D'elements'

Derek Elsworth
EME 521 - Mathematical Modeling
Coupled Processes of Flow, Transport and Deformation
Derek Elsworth



[2:6]#Fluid#Flow#and#Pressure#Diffusion#
Recap'

Transient'Behavior''''''   Kh + S !h = q ''

' “Mass”'matrices'
[2:7]#Fluid#Flow#and#Pressure#Diffusion#

Recap'

Transient'Behavior''''''   Kh + S !h = q ''

' Time'integration'
' EGEEfem'

3#Mass#Transport#
[3:1]#Mass#Transport#

Introduction'

Advection?Diffusion'Equation '
' Galerkin'method'
' 1D'Example'–'stability'
' Transient'response'

[3:2]#Mass#Transport#

Recap' '
2D'Elements'?'heuristic'
Stability'
' Upwind?weighting''
' Numerical'dispersion'

[3:3]#Mass#Transport#

Recap' '
Reactive'transport'
' Sorption'
' First?order'reactions'
' Multiple'reactions'

4#Momentum#Transport#'#Fluids#
[4:1]#Momentum#Transport#

Navier?Stokes'

'

'
2D'element'–'triangular'

5#Momentum#Transport#'#Solids#
[5:1]#Solid#Mechanics#

Principle'of'virtual'work'
1D'element'
2D'element'

[5:2]#Solid#Mechanics#
Constitutive'Relations'

#



6#Linked#Mechanisms#
6:1]#Linked#Mechanisms#

Dual'Porosity/Dual'Permeability'
[6:2]#Linked#Mechanisms#

HM'–'Poromechanics'
[6:3]#Linked#Mechanisms#

THM'–'Thermomechanics'
[6:4]#Linked#Mechanisms#

Coupled'Codes'
7#Alternative#Solution#Methods#
[7:1]#Alternative#Solution#Models#

Lagrangian?Eulerian'Models'
[7:2]#Alternative#Solution#Models#

Level'Set'Methods'
[7:3]#Alternative#Solution#Models#

Boundary'Element'Methods'
8#Alternative#Solution#Models#
[8:1]#Alternative#Solution#Methods#[Cont’d]#

SPH'–'Smoothed'Particle'Hydrodynamics'
LBM'–'Lattice'Boltzmann'Methods'
DEM'–'Distinct'Element'Methods'
XFEM'–'Extended'FE'Method'



!
1!

Introduction!
! !



[1:1]!Introduction!

Overview!of!Syllabus!

Attributes!of!the!Class!

! FEM!but!also!SPH/BEM/DEM/LBM!

PhysicsNbased!approach!

1D!through!3D!models!

Coupled!multiphysics!

! CFD!and!solid!mechanics!(momentum)!

! Energy,!Fluid,!mass!flows!

History!of!FEM!

Principal!attributes!of!FEM!!
! !

















































Summary of Notation – Diffusion Equation 
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Momentum Transfer - Fluid Mechanics – Navier-Stokes Equations (Incompressible) 
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Momentum Transfer - Solid Mechanics (strain positive in extension) 
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Solid Mechanics (from J C Sheng, J Liu, WC Zhu, D Elsworth, in submittal) 

GOVERNING EQUATIONS 

 

Behavior is defined in terms of mechanical equilibrium, with components included to 

represent the heat and fluid transport in a porous medium. 

 

1 Mechanical Equilibrium 

For an elastic medium the constitutive relation (Hooke’s Law) is defined in terms of the 

total stress !"�  (positive for tension), strain !"� , pore fluid pressure change  (negative 

for suction) and temperature change #  as 
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in which (  is the shear modulus, 
  is the drained Poisson’s ratio, !"�  is the Kronecker 

delta defined as 1 for "! �  and 0 for "! � , & �  (= )21(3)1(2 

 ��( ) is the drained bulk 

modulus of the medium, #�  is coefficient of volumetric expansion of the bulk medium 

under constant pore pressure and stress (˚C-1), the parameter � ( ) is Biot’s 

coefficient which depends on the compressibility of the constituents and can be defined 

as 
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where  is the effective bulk modulus of the solid constituent, and the effective stress 

is defined as . 
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Using compact notation, the equations of equilibrium and the strain-displacement 

relations can be expressed as 

0, �� !"!" ,�  (3) 

and 

)(
2
1

,, !""!!" )) ���  (4) 

respectively. Where  and  !, !) ),,( -./! �  are the components of the net body force and 

displacement in the ! -direction. From eqns (1) and (4), a modified Navier equation may 
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be derived via eqn (3), in terms of displacement under a combination of changes of 

applied stresses, pore fluid pressures, and temperature as 

0
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. (5) 

 

2 Flow Equation 

For a porous solid filled with an interstitial and freely diffusing pore fluid, where solid and 

fluid are assumed in thermal equilibrium, the rate of change of volume 0 caused by 

changes of temperature, pore fluid pressure, and strains can be expressed as (Zhou et 

al., 1998) 
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where  is time (s), 2 '�  is the volume stain (= --..// ��� �� ),  is the water flux/unit area 

(m/s), 

13

	  is the porosity in a general continuum, 1�  is the coefficient of volumetric 

thermal expansion of the liquid (˚C-1), *�  is the coefficient of volumetric thermal 

expansion of the solid matrix (˚C-1), and 1�  is the bulk modulus of the pore fluid (Pa). 

Rearrangement of eqn (6) results in the fluid mass conservation equation 
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By neglecting effects of thermal-osmosis, the constitutive relation for fluid diffusion can 

be expressed by Darcy’s law, as, 

)( 4-$3 11 �
 ����  (8) 

where  is the vertical coordinate, - 
  is the coefficient of permeability [m4/(N·s)] with 

1% �
 � , where 1�  is the dynamic fluid viscosity (N·s·m-2),  is the intrinsic permeability 

in a general continuum (m

%
2), 1�  is the liquid density (kg/m3), and 4  is gravitational 

acceleration (m/s2). Substitution of eqns (8) and (1) into eqn (7) results in 
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3 Energy Conservation Equation 

By neglecting thermal-filtration effects, the constitutive relation for heat diffusion is given 

by Fourier’s law as 

#3 6# ��� �  (11) 

where  is the heat flux transmitted by conduction in the fluid-solid mixture, with  #3

1*6 	��	� ��� )1( . (12) 

Here, *�  and 1�  are the thermal conductivities of the solid (rock) and liquid [J/(s·m·˚C)] 

components. Due to the assumption of thermal equilibrium between the fluid and solid 

phases, the heat energy balance equation over an REV can be expressed in terms of a 

single equation which neglects the terms representing the interconvertibility of thermal 

and mechanical energy (Zhou et al., 1998; Noorishad and Tsang, 1996; Kurashige, 

1989) 
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where  is the absolute reference temperature in the stress-free state (K), 0# 0�  is the 

reference mass density, 7  represents the specific enthalpy of the pore fluid, 69)(�  is 

the specific heat capacity of the fluid-filled medium, defined as 

))(1()()( **9116 99 �� 	 � 	��� , where *�  is the mass density of the rock matrix (kg/m3), 

and  and  are the fluid and solid specific heat constants at constant volume (J·kg19 *9
-

1·˚C-1). 

 

The first term on the left-hand side of eqn (13) represents the rate of internal heat 

energy change per unit volume due to an increase in temperature. The second term 

represents a heat sink due to thermal dilatation of the fluid. The last term represents a 

heat sink due to thermal expansion of the medium. For a small variation of temperature 

(the temperature changes (# ) are small compared to the absolute ambient temperature), 
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00 ### �� , this term is identical to that given by Biot (1956). The second and third terms 

on the left-hand side of eqn (13) represent the thermoporoelastic coupling in the heat 

energy balance equation (Zhou et al., 1998). The last term on the right-hand side of eqn 

(13) represents the convective heat flux (the transportation of enthalpy by fluid flow 

through pores). 

 

We assume that heat exchange between the solid matrix and the pore fluid is rapid in 

comparison with the global heat and fluid diffusion processes. Thus, the local heat 

equilibrium is established (Kurashige, 1989) as, 

)()( 0	�� #97 6� . (14) 

Substitution of eqns (11) and (14) into eqn (13) results in 
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The last term on the left-hand side of eqn (15) represents the convective heat flux. 

 

Equations (5), (9) and (15) represent a set of fully coupled non-linear equations 

governing the thermo-poroelastic response of a saturated medium. The equations 

account for thermodynamically coupled heat and mass transfer, mechanical and thermal 

compressibility of the constituents, and importantly in this work, convective heat flow. 

 

4 Initial and Boundary Conditions 

 

The triply coupled THM physics of the system is defined through equations (5), (9) and 

(15).  For completeness, standard boundary conditions and initial conditions are defined 

as follows.    

 

4.1 Boundary conditions 

 

Stress-displacement conditions for the mechanical analysis are defined as  

),( 2xu  = ),( 2xu ,  [0,� ), (16) �2
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)(),( xnx �2�  = ),( 2xF ,  [0,�2 � ). (17) 

Fluid flow is defined in terms of boundary conditions representing: 

    The Dirichlet condition:   = ),( 2$ x ),( 2$ x , �2  [0,� ). (18) 

    The Neumann condition:  )()( xn���� g1$ �
  = ),( 2:1 x , �2  [0,� ). (19) 

And likewise for heat transport: 

    The Dirichlet condition:   = ),( 2# x ),( 2# x , �2  [0,� ). (20) 

    The Neumann condition:  )(xn��#�6  = ),( 2:; x , �2  [0,� ). (21) 

where  is the outward unit normal vector on the domain boundary. �

 

4.2 Initial conditions 

 

Initial conditions for the mechanical, flow and thermal analyses are defined as 

)0,(xu  = 0 on 0 , (22) 

)0,(x�  = 0 on 0 , (23) 

)0,(x$  = 0 on 0 , (24) 

)0,(x#  = 0 on 0 . (25) 

The dependent variables, u , , and # , represent incremental deviations from the 

strain-free state assumed by the above choice of initial conditions. The quantity 0  

represents the volume under consideration. 

$
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Some Simple Matrix Operations Using MatLab: 
 
Define a matrix, A 
 
>> A = [ 1 2 3 ; 4 5 6] 
 
A = 
 
     1     2     3 
     4     5     6 
 
Multiply by its transpose AT

 
>> B = A'*A 
 
B = 
 
    17    22    27 
    22    29    36 
    27    36    45 
 
Add 5 to the 2nd row and 2nd column of B(row,column) 
 
>> B(2,2) = B(2,2) + 5 
 
B = 
 
    17    22    27 
    22    34    36 
    27    36    45 
 
Invert B as B-1

 
>> inv(B) 
 
ans = 
 
    1.3000   -0.1000   -0.7000 
   -0.1000    0.2000   -0.1000 
   -0.7000   -0.1000    0.5222 
 
>> Binverse = inv(B) 
 
Binverse = 
 
    1.3000   -0.1000   -0.7000 
   -0.1000    0.2000   -0.1000 
   -0.7000   -0.1000    0.5222 
 
Evaluate matrix product (B-1)T B-1 = I 
 
>> Binverse' * B 
 



ans = 
 
    1.0000   -0.0000   -0.0000 
    0.0000    1.0000    0.0000 
   -0.0000   -0.0000    1.0000 
 
Extract the second column of B  
 
>> C=B(1:3,2) 
 
C = 
 
    22 
    34 
    36 
 
Solve the equation A x = C by decomposition 
 
>> x=B\C 
 
x = 
 
   -0.0000 
    1.0000 
   -0.0000 
 
Solve the equation A x = C by inversion 
 
>> x=inv(B)*C 
 
x = 
 
    0.0000 
    1.0000 
   -0.0000 
 
 
 
 



Use Elementary Functions to Solve Simple FE-Type Equations 
 
function y = SpringElementStiffness(k) 
%SpringElementStiffness   This function returns the element stiffness  
%                         matrix for a spring with stiffness k.  
%                         The size of the element stiffness matrix 
%                         is 2 x 2. 
y = [k -k ; -k k]; 
 
----------------------------------------------------  
 
function y = SpringAssemble(K,k,i,j) 
%SpringAssemble   This function assembles the element stiffness 
%                 matrix k of the spring with nodes i and j into the 
%                 global stiffness matrix K. 
%                 This function returns the global stiffness matrix K  
%                 after the element stiffness matrix k is assembled. 
K(i,i) = K(i,i) + k(1,1); 
K(i,j) = K(i,j) + k(1,2); 
K(j,i) = K(j,i) + k(2,1); 
K(j,j) = K(j,j) + k(2,2); 
y = K; 
 
----------------------------------------------------  
 
function y = SpringElementForces(k,u) 
%SpringElementForces   This function returns the element nodal force 
%                      vector given the element stiffness matrix k  
%                      and the element nodal displacement vector u. 
y = k * u; 
 
 
Solve: 
 

1 1
6

2 2

3 3

1 1 20
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q h

�

� � * � '  
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# # #� (� �" , � ) "

*
#
+
#
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>> k1=SpringElementStiffness(1e-06) 
 
>> k2=SpringElementStiffness(2e-06) 
 
>> K=zeros(3,3) 
 
>> K=SpringAssemble(K,k1,1,2) 
 
>> K=SpringAssemble(K,k2,2,3) 
 
>> q=zeros(3,1) 
 
>> h=[20; 0; 25] 
 
>> q = q - SpringElementForces(K,h) 
 



>> K 
 
>> h 
 
>> h(2,1) = q(2,1)/K(2,2) 
 
>> q=K*h 
 
 
Full Solution Including Output 
 
>> k1=SpringElementStiffness(1e-06) 
 
k1 = 
 
  1.0e-006 * 
 
    1.0000   -1.0000 
   -1.0000    1.0000 
 
>> k2=SpringElementStiffness(2e-06) 
 
k2 = 
 
  1.0e-005 * 
 
    0.2000   -0.2000 
   -0.2000    0.2000 
 
>> K=zeros(3,3) 
 
K = 
 
     0     0     0 
     0     0     0 
     0     0     0 
 
>> K=SpringAssemble(K,k1,1,2) 
 
K = 
 
  1.0e-006 * 
 
    1.0000   -1.0000         0 
   -1.0000    1.0000         0 
         0         0         0 
 
>> K=SpringAssemble(K,k2,2,3) 
 
K = 
 
  1.0e-005 * 
 
    0.1000   -0.1000         0 
   -0.1000    0.3000   -0.2000 
         0   -0.2000    0.2000 



>> q=zeros(3,1) 
 
q = 
 
     0 
     0 
     0 
 
>> h=[20; 0; 25] 
 
h = 
 
    20 
     0 
    25 
 
>> q = q - SpringElementForces(K,h) 
 
q = 
 
  1.0e-004 * 
 
   -0.2000 
    0.7000 
   -0.5000 
 
>> K 
 
K = 
 
  1.0e-005 * 
 
    0.1000   -0.1000         0 
   -0.1000    0.3000   -0.2000 
         0   -0.2000    0.2000 
 
>> h 
 
h = 
 
    20 
     0 
    25 
 
>> h(2,1) = q(2,1)/K(2,2) 
 
h = 
 
   20.0000 
   23.3333 
   25.0000 
 
>> q=K*h 
 
q = 
 
  1.0e-005 * 



 
   -0.3333 
    0.0000 
    0.3333 
 
>> 
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3.2. Steady behavior  
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Summary of Notation – Diffusion Equation for Darcy Flow 
 
Tensor:   

 

   

A
∂p
∂t

+∇⋅(−D∇p) = 0 with ∇=

∂
∂x

∂
∂y

∂
∂z

⎧

⎨

⎪⎪⎪⎪⎪⎪⎪

⎩

⎪⎪⎪⎪⎪⎪⎪

⎫

⎬

⎪⎪⎪⎪⎪⎪⎪

⎭

⎪⎪⎪⎪⎪⎪⎪

and ∇⋅∇= ∂
2

∂x 2 + ∂
2

∂y 2 + ∂
2

∂z 2  (1) 

Matrix:   

 

    

A !p−∇TD ∇p = 0 with ∇=

∂
∂x

∂
∂y

∂
∂z

⎧

⎨

⎪⎪⎪⎪⎪⎪⎪

⎩

⎪⎪⎪⎪⎪⎪⎪

⎫

⎬

⎪⎪⎪⎪⎪⎪⎪

⎭

⎪⎪⎪⎪⎪⎪⎪

, and ∇⋅∇=∇T∇=∇2   (2) 

Parameters:  

 
    
A = β (reservoir compressibility or storage); D =

k
µ

 (permeability/dynamic viscosity)   (3) 

 
Finite Element Statement 
 
Galerkin – Pre-weight by Tb and integrate over the volume of the domain:  
 

 
    

bT [A !p−∇TD ∇p = 0]dV
V
∫  (4) 

 
Note that we can define pressures at a point,  p , and pressure gradients,   ∇p  or 

  p,
 in terms of nodal 

pressures, 
 p

 , as, 

   p = b p  (5) 
    p,=∇p =∇b p = a p  (6) 
Substituting the nodal pressures of equation (5) and the gradient of pressure of equation (6)  into equation 
(4) yields 

 
    

bT [Ab !p−∇TD a p = 0]dV
V
∫  (7) 

And noting the standard result for transposed matrices that     b
T ∇T = [∇ b ]T = aT  yields on substitution 

into equation (7). 

 
    

[bTA b !p− bT∇TD a p = 0]dV
V
∫  (8) 

that results in 

 

    

[bTA b
S

! "## $## %p−aTD a
Kd

! "## $## p = 0]dV
V
∫  (9) 

Yields 
   
    S

!p + K
d
p = q   (10) 
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      SUBROUTINE ELMT04(D,UL,XL,IX,TL,S,P,NDF,NDM,NST,ISW) 
      IMPLICIT REAL*8(A-H,O-Z) 
C 
C.... THREE NODED CONSTANT GRADIENT FLOW ELEMENT 
C 
C     USER INFORMATION 
C 
C     INPUT 
C 
C       VAR     FORMAT          DESCRIPTION 
C       ---------------------------------------------------------- 
C 
C       D(1)    F10.0           HYDRAULIC CONDUCTIVITY 
C       D(2)    F10.0           SPECIFIC STORAGE 
C 
C------------------------------------------------------------------- 
C 
C     LOCAL NODAL NUMBERING MUST BE COUNTER-CLOCKWISE 
C 
C------------------------------------------------------------------- 
C 
C     VARIABLES 
C 
C     NEL    -    NUMBER OF NODES PER ELEMENT 
C     NDF    -    NUMBER OF DEGREES OF FREEDOM PER NODE 
C     NST    -    NUMBER OF DEGREES OF FREEDOM PER ELEMENT (NEN*NDF) 
C     ISW    -    FUNCTION CALL NO. 
C                 1 = READ ELEMENT SPECIFIC INPUT DATA 
C                 2 = PERFORM MESH CHECK 
C                 3 = FORM ELEMENT STIFFNESS MATRIX       - TANG 
C                 4 = EVALUATE ELEMENT STRESSES           - STRE 
C                 5 = FORM CONSISTENT/LUMPED MASS MATRIX  - CMAS/LMAS 
C                 6 = FORM LOAD VECTOR                    - FORM 
C                     OR EVALUATE NODAL FORCES            - REAC 
C 
C     ARRAYS - GIVEN 
C 
C     UL(1,J)     SPECIFIED HEAD BOUNDARY CONDITION FOR 
C                 DEGREE OF FREEDOM J (J=1,3) 
C     XL(I,J)     COORDINATE IN THE I DIRECTION AT NODE J 
C                 EG. XL(1,3) IS X COORDINATE OF NODE K 
C 
C     ARRAYS - EVALUATED 
C 
C     A(  )       A MATRIX 
C     C(  )       D MATRIX 
C     S(I,J)      CONDUCTANCE MATRIX S = AT*D*A DV 
C                 FOR ROW (VERTICAL) I AND COLUMN (HORIZ.) J 
C     P(I)        MODIFIED LOAD VECTOR FOR LOCAL DOF I (IGNORE) 
C 
C 
C     FOR LMAS CALCULATION THE VECTOR LOCATIONS P(1), P(2), P(3) 
C     ARE USED FOR THE STORAGE VECTOR 
C 
C 
C 
C--------------------------------------------------------------- 



      CHARACTER*4 O,HEAD 
      COMMON  /CDATA/ O,HEAD(20),NUMNP,NUMEL,NUMMAT,NEN,NEQ,IPR 
      COMMON  /ELDATA/ DM,N,MA,MCT,IEL,NEL 
      DIMENSION D(2),UL(1,1),XL(NDM,1),IX(1),TL(1),S(NST,1),P(1) 
     1     ,A(2,3),C(2,2) 
C.... GO TO CORRECT ARRAY PROCESSOR 
      GO TO(1,2,3,4,5,3),ISW 
C.... INPUT MATERIAL PROPERTIES 
1     READ (5,1000) D(1),D(2) 
      WRITE(6,2000) D(1),D(2) 
      RETURN 
C.... MESH CHECKING FACILITY 
2     RETURN 
C.... CONDUCTANCE MATRIX COMPUTATION 
3     CONTINUE 
C     EVALUATE TERMS IN THE CONDUCTIVITY 
C     TENSOR  ...I.E. THE D( ) MATRIX IN CLASS 
C     AND PLACE THEM IN THE C(2,2) ARRAY 
C 
C 
C.... EVALUATE COEFFICIENTS IN A( ) MATRIX 
C 
C 
C.... COMPLETE TRIPLE MATRIX PRODUCT  AT*D*A 
C     AND PLACE THE RESULT IN THE S(3,3) ARRAY 
C 
C 
C 
C.... PERFORM VOLUME INTEGRATION (*AREA) 
C     BY EVALUATING THE DETERMINANT OF THE 
C     COORDINATE MATRIX 
C 
C 
C     END OF YOUR MODIFICATIONS 
C 
C.... MODIFY LOAD VECTOR FOR BOUNDARY CONDITIONS 
      DO 320 I=1,3 
      DO 320 J=1,3 
320   P(I) = P(I) - S(I,J)*UL(1,J) 
      RETURN 
C.... END OF CONDUCTANCE MATRIX DETERMINATION  
4     RETURN 
C.... LUMPED MASS COMPUTATION 
5     CONTINUE 
C 
C     EVALUATE DETERMINANT OF NODAL COORDINATE MATRIX 
C     TO DEFINE AREA (VOLUME) OF ELEMENT. 
C     APPLY PRODUCT OF VOLUME AND STORAGE EQUALLY 
C     TO EACH OF THE NODES IN ARRAY P(3). 
C 
C 
      RETURN 
C.... FORMATS FOR INPUT AND OUTPUT 
1000  FORMAT(2F10.0) 
2000  FORMAT(/5X,'THREE NODED CONSTANT STRAIN ELEMENT',// 
     1 10X,'HYDRAULIC CONDUCTIVITY    ',6X,E14.7,/ 
     2 10X,'SPECIFIC STORAGE          ',6X,E14.7,/) 



      END 
 



FEAP    SIX TRIANGULAR ELEMENTS-FLOW-STEADY  
    8    6    1    2    1    3                                                   
COORD                                                                            
    1    2      0.0       0.0                                                    
    7    0      3.0       0.0                                                    
    2    2      0.0       1.0                                                    
    8    0      3.0       1.0                                                    
                                                                                 
ELEM                                                                             
    1    1    1    4    2                                                        
    2    1    1    3    4                                                        
    3    1    3    5    4                                                        
    4    1    5    6    4                                                        
    5    1    5    8    6                                                        
    6    1    5    7    8                                                        
                                                                                 
MATE                                                                             
    1    4          MATERIAL 1                                                   
       1.0       1.0                                                             
                                                                                 
BOUN                                                                             
    1         1                                                                  
    2         1                                                                  
    7         1                                                                  
    8         1                                                                  
                                                                                 
FORC                                                                             
    1          1.0                                                               
    2          1.0                                                               
    7          0.0                                                               
    8          0.0                                                               
                                                                                 
END                                                                              
MACR                                                                             
TANG                                                                             
FORM                                                                             
SOLV                                                                             
DISP                                                                             
END                                                                              
STOP                                                                             
                                                                                 
                                                                                 
 



FEAP    SIX TRIANGULAR ELEMENTS-FLOW-TRANSIENT                                              
    8    6    1    2    1    3                                                   
COORD                                                                            
    1    2      0.0       0.0                                                    
    7    0      3.0       0.0                                                    
    2    2      0.0       1.0                                                    
    8    0      3.0       1.0                                                    
                                                                                 
ELEM                                                                             
    1    1    1    4    2                                                        
    2    1    1    3    4                                                        
    3    1    3    5    4                                                        
    4    1    5    6    4                                                        
    5    1    5    8    6                                                        
    6    1    5    7    8                                                        
                                                                                 
MATE                                                                             
    1    4          MATERIAL 1                                                   
       1.0       1.0                                                             
                                                                                 
BOUN                                                                             
    1         1                                                                  
    2         1                                                                  
                                                                                 
FORC                                                                             
    1          1.0                                                               
    2          1.0                                                               
                                                                                 
END                                                                              
MACR                                                                             
DT          0.1                                                                  
TANG                                                                             
FORM                                                                             
LMAS                                                                             
LOOP         10                                                                  
TIME                                                                             
IMPL                                                                             
SOLV                                                                             
DISP                                                                             
NEXT                                                                             
END                                                                              
STOP                                                                             
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5. Mass (Chemical) Transport (C)      Transport 
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5.2. Steady behavior 
5.3. Transient behavior 
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Reaction Rates  
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At equilibrium:    Forward rate = Reverse rate 
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For closed system and one mole each of [A] and of [B], with 1 21 and 10k k� � , then: 
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Implementation: 
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Generalized: 
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Heats of reaction: 
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      SUBROUTINE ELMT05(D,UL,XL,IX,TL,S,P,NDF,NDM,NST,ISW) 
      IMPLICIT REAL*8(A-H,O-Z) 
C 
C.... THREE NODED CONSTANT GRADIENT TRANSPORT ELEMENT 
C 
C     USER INFORMATION 
C 
C     INPUT 
C 
C       VAR     FORMAT          DESCRIPTION 
C       ---------------------------------------------------------- 
C 
C       D(1)    F10.0           DIFFUSIVITY OR DISPERSION 
C       D(2)    F10.0           HYDRAULIC COND/POROSITY 
C------------------------------------------------------------------- 
C 
C     LOCAL NODAL NUMBERING MUST BE COUNTER-CLOCKWISE 
C 
C------------------------------------------------------------------- 
C 
C     VARIABLES 
C 
C     NEL    -    NUMBER OF NODES PER ELEMENT 
C     NDF    -    NUMBER OF DEGREES OF FREEDOM PER NODE 
C     NST    -    NUMBER OF DEGREES OF FREEDOM PER ELEMENT (NEN*NDF) 
C     ISW    -    FUNCTION CALL NO. 
C                 1 = READ ELEMENT SPECIFIC INPUT DATA 
C                 2 = PERFORM MESH CHECK 
C                 3 = FORM ELEMENT STIFFNESS MATRIX       - TANG 
C                 4 = EVALUATE ELEMENT STRESSES           - STRE 
C                 5 = FORM CONSISTENT/LUMPED MASS MATRIX  - CMAS/LMAS 
C                 6 = FORM LOAD VECTOR                    - FORM 
C                     OR EVALUATE NODAL FORCES            - REAC 
C 
C     ARRAYS - GIVEN 
C 
C     UL(1,J)     SPECIFIED HEAD BOUNDARY CONDITION FOR 
C                 DEGREE OF FREEDOM J (J=1,3) 
C     XL(I,J)     COORDINATE IN THE I DIRECTION AT NODE J 
C                 EG. XL(1,3) IS X COORDINATE OF NODE K 
C     TL(J)       TEMPERATURE OR HEAD AT NODE J 
C 
C 
C     ARRAYS - EVALUATED 
C 
C     A(  )       A MATRIX 
C     C(  )       D MATRIX 
C     S(I,J)      CONDUCTANCE MATRIX S = AT*D*A DV 
C                                      + BT*V*A DV 
C                 FOR ROW (VERTICAL) I AND COLUMN (HORIZ.) J 
C     P(I)        MODIFIED LOAD VECTOR FOR LOCAL DOF I (IGNORE) 
C 
C 
C     FOR LMAS CALCULATION THE VECTOR LOCATIONS P(1), P(2), P(3) 
C     ARE USED FOR THE STORAGE VECTOR 
C 
C 



C 
C--------------------------------------------------------------- 
      CHARACTER*4 O,HEAD 
      COMMON  /CDATA/ O,HEAD(20),NUMNP,NUMEL,NUMMAT,NEN,NEQ,IPR 
      COMMON  /ELDATA/ DM,N,MA,MCT,IEL,NEL 
      DIMENSION D(2),UL(1,1),XL(NDM,1),IX(1),TL(1),S(NST,1),P(1) 
     1     ,A(2,3),C(2,2) 
C.... GO TO CORRECT ARRAY PROCESSOR 
      GO TO(1,2,3,4,5,3),ISW 
C.... INPUT MATERIAL PROPERTIES 
1     READ (5,1000) D(1),D(2) 
      WRITE(6,2000) D(1),D(2) 
      RETURN 
C.... MESH CHECKING FACILITY 
2     RETURN 
C.... DIFFUSIVE-ADVECTIVE MATRIX COMPUTATION 
C 
C     DIFFUSIVE MATRIX COMPONENTS 
C.... EVALUATE COEFFICIENTS IN A( ) MATRIX 
C     AND PLACE IN A(2,3) ARRAY 
3     CONTINUE 
C 
C 
C.... EVALUATE VX AND VY FROM NODAL HEADS TL(I) 
C 
C 
C.... EVALUATE CONSTITUTIVE MATRIX. THIS IS THE 
C     D( ) MATRIX IN YOUR NOTES AND THE C(2,2) ARRAY. 
C 
C 
C.... COMPLETE TRIPLE MATRIX PRODUCT  AT*D*A AND STORE 
C     THE PRODUCT IN THE S(3,3) ARRAY. 
C 
C 
C.... PERFORM VOLUME INTEGRATION (*AREA) 
C     AND MULTIPLY TERMS OF THE S(3,3) MATRIX BY 
C     AREA. 
C 
C 
C.... EVALUATE 
C.... ADVECTIVE MATRIX COMPONENTS 
C.... SUBSTITUTE TERMS FOR ADVECTIVE FLUX 
C 
C.... CALCULATE ADVECTIVE VELOCITIES (VX AND VY) FROM 
C     THE NODAL HEADS (STORED IN THE TL( ) ARRAY) AND 
C     THE HYDRAULIC CONDUCTIVITY 
C 
C.... EVALUATE ADDITIONAL TERMS OF THE S(3,3) ARRAY 
C     DUE TO ADVECTION. 
C 
C     THIS IS THE END OF YOUR ADDITIONS. RELAX. 
C 
C.... MODIFY LOAD VECTOR FOR BOUNDARY CONDITIONS 
      DO 325 I=1,3 
      DO 325 J=1,3 
325   P(I) = P(I) - S(I,J)*UL(1,J) 
      RETURN 



C.... NOT USED 
4     RETURN 
C.... LUMPED AND CONSISTENT MASS COMPUTATION 
5     B11 = XL(1,2)*XL(2,3) - XL(1,3)*XL(2,2) 
      B21 = XL(2,2) - XL(2,3) 
      B31 = XL(1,3) - XL(1,2) 
      D2  = XL(1,1)*B21 + XL(2,1)*B31 + B11 
      D2 = D2/2. 
      DO 500 I=1,3 
      DO 510 J=1,3 
 510  S(I,J) = D2/12. 
      S(I,I) = S(I,I) + D2/12. 
 500  P(I) = D2/3. 
      RETURN 
C.... FORMATS FOR INPUT AND OUTPUT 
1000  FORMAT(2F10.0) 
2000  FORMAT(/5X,'THREE NODED TRANSPORT ELEMENT      ',// 
     1 10X,'DIFFUSIVITY OR DISPERSION ',6X,E14.7,/ 
     2 10X,'HYDRAULIC COND/POROSITY   ',6X,E14.7,/) 
      END 
 



C 
C.....................................................ELMT06 
C 
      SUBROUTINE ELMT06(D,UL,XL,IX,TL,S,P,NDF,NDM,NST,ISW) 
      IMPLICIT REAL*8(A-H,O-Z) 
C------------------------------------------------------------------- 
C     TWO DIMENSIONAL MASS TRANSPORT ELEMENT 
C 
C     WITH UPWIND WEIGHTING 
C 
C 
C--------------------------------------------------------------------- 
      CHARACTER*4 O,HEAD 
      COMMON  /CDATA/ O,HEAD(20),NUMNP,NUMEL,NUMMAT,NEN,NEQ,IPR 
      COMMON  /ELDATA/ DM,N,MA,MCT,IEL,NEL 
      DIMENSION D(10),UL(1,1),XL(NDM,1),IX(4),TL(4),S(NST,1),P(8) 
     1          ,SS(4,4),SC(4,4),PS(4) 
C.... SET INITIAL PARAMETERS 
      PI = 3.141592654 
      XBAR = DABS(0.25*(XL(1,1)+XL(1,2)+XL(1,3)+XL(1,4))) 
      RAD  = XBAR*2.*PI 
C.... IF NOT AXISYMMETRIC 
      RAD = 1.0 
C 
C.... CHECK DIMENSION OF INTERNAL ARRAYS 
C 
C.... GO TO CORRECT ARRAY PROCESSOR 
      GO TO(1,2,3,2,5,3),ISW 
C.... INPUT MATERIAL PROPERTIES 
1     READ(5,1000) D(1),D(2) 
      WRITE(6,2000) D(1),D(2) 
      RETURN 
2     RETURN 
C.... FORM CONDUCTANCE MATRICES 
3     CONTINUE 
C.... EVALUATE VELOCITIES VX AND VY FROM NODAL HEADS TL(I) 
      X11 = XL(1,2) - XL(1,1) 
      X12 = XL(2,2) - XL(2,1) 
      DL  = DSQRT(X11*X11+X12*X12) 
      X21 = XL(1,3) - XL(1,2) 
      X22 = XL(2,3) - XL(2,2) 
      DB  = DSQRT(X21*X21+X22*X22) 
      DH11 = TL(2) - TL(1) 
      DH12 = TL(3) - TL(4) 
      DH21 = TL(3) - TL(2) 
      DH22 = TL(4) - TL(1) 
      V11  =-D(2)*DH11/DL 
      V12  =-D(2)*DH12/DL 
      V21  =-D(2)*DH21/DB 
      V22  =-D(2)*DH22/DB 
      VX   = (V11+V12)/2. 
      VY   = (V21+V22)/2. 
C************** 
      WRITE(6,2222) VX,VY 
2222  FORMAT( 'VX,VY ',2E16.6 ,/ ) 
C****************8 
C.... ZERO MATRIX 



      DO 300 I=1,4 
      DO 300 J=1,4 
 300  S(I,J) = 0.0 
C.... SET OPTIMUM (CRITICAL) PECLET NUMBER 
      COEF  = 1./D(1) 
      PEC11 = COEF*DL*DABS(V11) 
      PEC12 = COEF*DL*DABS(V12) 
      PEC21 = COEF*DB*DABS(V21) 
      PEC22 = COEF*DB*DABS(V22) 
C 
      IF(PEC11.LE.2.) GO TO 301 
      A11 = DABS(1.-2./PEC11)*V11/DABS(V11) 
      GO TO 302 
 301  A11 = 0.0 
C 
 302  IF(PEC12.LE.2.) GO TO 303 
      A12 = DABS(1.-2./PEC12)*V12/DABS(V12) 
      GO TO 304 
 303  A12 = 0.0 
C 
 304  IF(PEC21.LE.2.) GO TO 305 
      A21 = DABS(1.-2./PEC21)*V21/DABS(V21) 
      GO TO 306 
 305  A21 = 0.0 
C 
 306  IF(PEC22.LE.2.) GO TO 307 
      A22 = DABS(1.-2./PEC22)*V22/DABS(V22) 
      GO TO 308 
 307  A22 = 0.0 
 308  CONTINUE 
C****************** 
      WRITE(6,444) PEC11,PEC22,PEC12,PEC21 
  444 FORMAT ( '11,22,12,21 ',4E12.2 ) 
C******************* 
C.... EVALUATE SYSTEM MATRICES 
C.... FORM DIFFUSION MATRIX 
      CALL MAT4(SS,DL,DB,0.,0.,0.,0.,D(1),0.,1) 
      DO 310 I=1,4 
      DO 310 J=1,4 
 310  S(I,J)  =  S(I,J)  + SS(I,J) 
C.... FORM ADVECTIVE MATRIX 
      CALL MAT4(SS,DL,DB,A11,A12,A21,A22,VX,VY,2) 
      DO 311 I=1,4 
      DO 311 J=1,4 
 311  S(I,J)  =  S(I,J)  + SS(I,J) 
C.... FOR RADIAL FLOW 
      DO 330 I=1,4 
      DO 330 J=1,4 
 330  S(I,J) = S(I,J)*RAD 
C.... REARRANGE FOR BOUNDARY CONDITIONS 
      DO 400 I=1,4 
      DO 400 J=1,4 
 400  P(I) = P(I) - S(I,J)*UL(1,J) 
      RETURN 
C.... EVALUATE CONSISTENT MASS APPROXIMATIONS 
5     X11 = XL(1,2) - XL(1,1) 
      X12 = XL(2,2) - XL(2,1) 



      DL  = DSQRT(X11*X11+X12*X12) 
      X21 = XL(1,3) - XL(1,2) 
      X22 = XL(2,3) - XL(2,2) 
      DB  = DSQRT(X21*X21+X22*X22) 
      CALL MAT4(SS,DL,DB,0.,0.,0.,0.,0.,0.,3) 
C.... FOR RADIAL FLOW 
      DO 510 I=1,4 
      DO 510 J=1,4 
 510  SS(I,J) = SS(I,J)*RAD 
C.... LUMP CONSISTENT MATRICES 
      DO 556 I=1,4 
      SUM1 = 0.0 
      DO 555 J=1,4 
      SUM1 = SUM1 + SS(I,J) 
 555  SS(I,J) = 0.0 
      SS(I,I) = SUM1 
 556  P(I) = SUM1 
      RETURN 
C.... FORMAT STATEMENTS 
 1000 FORMAT( 2F10.0   ) 
 2000 FORMAT( 'HYDRAULIC DISPERSIVITY/DIFFUSION     ',E18.5,/ 
     .        'HYDRAULIC CONDUCTIVITY/POROSITY      ',E18.5,/ ) 
      END 
C 
C------------------------------------------------ MAT4 
C 
      SUBROUTINE MAT4(SS,DL,DB,ALPHA1,ALPHA2,BETA1,BETA2,D1,D2,ISW) 
      IMPLICIT REAL*8(A-H,O-Z) 
C--------------------------------------------------------- 
C     TO EVALUATE CLOSED FORM COEFFICIENT MATRICES FOR 
C     AN UPWIND WEIGHTED FOUR-NODED RECTANGULAR ELEMENT 
C 
C     SWITCH PARAMETERS 
C                        ISW = 1   FORM DIFFUSION MATRIX 
C                        ISW = 2   FORM ADVECTION MATRIX 
C                        ISW = 3   FORM CONSISTENT MASS 
C 
C-------------------------------------------------------- 
      DIMENSION SS(4,4),SC(4,4) 
      DATA SC/4.,2.,1.,2.,2.,4.,2.,1., 
     .        1.,2.,4.,2.,2.,1.,2.,4./ 
C.... GO TO CORRECT PROCESSOR 
      GO TO(1,2,3),ISW 
C.... FORM DIFFUSION MATRIX 
 1    DB2 = DB*DB 
      DL2 = DL*DL 
      E1 = D1/(6.*DB*DL) 
      A1 =  (DL2-2.*DB2)*E1 
      A2 = -(DB2+DL2)*E1 
      A3 =  (DB2-2.*DL2)*E1 
      SS(1,1) = -2.*A2 
      SS(1,2) = A1 
      SS(1,3) = A2 
      SS(1,4) = A3 
      SS(2,2) = -2.*A2 
      SS(2,3) = A3 
      SS(2,4) = A2 



      SS(3,3) = -2.*A2 
      SS(3,4) = A1 
      SS(4,4) = -2.*A2 
      DO 100 J=1,4 
      DO 100 I=J,4 
 100  SS(I,J) = SS(J,I) 
      RETURN 
C.... FORM ADVECTION MATRIX 
 2    CONTINUE 
      C1 = -D2/DB 
      C2 = -D1/DL 
      DO 200 I=1,4 
      GO TO(21,22,23,24),I 
C.... PARAMETERS FOR FIRST ROW 
 21   AA =  3.*ALPHA1*(-DL/12.) 
      BB =  3.*BETA2 *(-DB/12.) 
      GO TO 25 
C.... PARAMETERS FOR SECOND ROW 
 22   AA = -3.*ALPHA1*(-DL/12.) 
      BB =  3.*BETA1 *(-DB/12.) 
      GO TO 25 
C.... PARAMETERS FOR THIRD ROW 
 23   AA = -3.*ALPHA2*(-DL/12.) 
      BB = -3.*BETA1 *(-DB/12.) 
      GO TO 25 
C.... PARAMETERS FOR FOURTH ROW 
 24   AA =  3.*ALPHA2*(-DL/12.) 
      BB = -3.*BETA2 *(-DB/12.) 
 25   CONTINUE 
C.... EVALUATE OVERALL PARAMETERS 
      A1 = DL/3. + AA 
      A2 = DL/6. + AA 
      A3 = DB/2. + 2.*BB 
      B1 = DB/3. + BB 
      B2 = DB/6. + BB 
      B3 = DL/2. + 2.*AA 
C.... FORM MATRIX BY ROW 
      GO TO(26,27,28,29),I 
C.... FIRST ROW 
 26   SS(1,1) =  C1*A1*A3 + C2*B1*B3 
      SS(1,2) =  C1*A2*A3 - C2*B1*B3 
      SS(1,3) = -C1*A2*A3 - C2*B2*B3 
      SS(1,4) = -C1*A1*A3 + C2*B2*B3 
      GO TO 200 
C.... SECOND ROW 
 27   SS(2,1) =  C1*A2*A3 + C2*B1*B3 
      SS(2,2) =  C1*A1*A3 - C2*B1*B3 
      SS(2,3) = -C1*A1*A3 - C2*B2*B3 
      SS(2,4) = -C1*A2*A3 + C2*B2*B3 
      GO TO 200 
C.... THIRD ROW 
 28   SS(3,1) =  C1*A2*A3 + C2*B2*B3 
      SS(3,2) =  C1*A1*A3 - C2*B2*B3 
      SS(3,3) = -C1*A1*A3 - C2*B1*B3 
      SS(3,4) = -C1*A2*A3 + C2*B1*B3 
      GO TO 200 
C.... FOURTH ROW 



 29   SS(4,1) =  C1*A1*A3 + C2*B2*B3 
      SS(4,2) =  C1*A2*A3 - C2*B2*B3 
      SS(4,3) = -C1*A2*A3 - C2*B1*B3 
      SS(4,4) = -C1*A1*A3 + C2*B1*B3 
 200  CONTINUE 
      RETURN 
C.... FORM CONSISTENT MASS MATRIX 
 3    COEF = DL*DB/36. 
      DO 300 I=1,4 
      DO 300 J=1,4 
 300  SS(I,J) = COEF*SC(I,J) 
      RETURN 
      END 
 



FEAP    SIX TRIANGULAR ELEMENTS-TRANSPORT-STEADY  
    8    6    1    2    1    3                                                   
COORD                                                                            
    1    2      0.0       0.0                                                    
    7    0      3.0       0.0                                                    
    2    2      0.0       1.0                                                    
    8    0      3.0       1.0                                                    
                                                                                 
ELEM                                                                             
    1    1    1    4    2                                                        
    2    1    1    3    4                                                        
    3    1    3    5    4                                                        
    4    1    5    6    4                                                        
    5    1    5    8    6                                                        
    6    1    5    7    8                                                        
                                                                                 
MATE                                                                             
    1    5          MATERIAL 1                                                   
       1.0       1.0                                                             
                                                                                 
TEMP                                                                             
    1            0.0                                                             
    2            0.0                                                             
    3            0.1                                                             
    4            0.1                                                             
    5            0.2                                                             
    6            0.2                                                             
    7            0.3                                                             
    8            0.3                                                             
                                                                                 
BOUN                                                                             
    1         1                                                                  
    2         1                                                                  
    7         1                                                                  
    8         1                                                                  
                                                                                 
FORC                                                                             
    1          1.0                                                               
    2          1.0                                                               
    7          0.0                                                               
    8          0.0                                                               
                                                                                 
END                                                                              
MACR                                                                             
UTAN                                                                             
FORM                                                                             
SOLV                                                                             
DISP                                                                             
END                                                                              
STOP                                                                             
                                                                                 
                                                                                 
 



FEAP    SIX TRIANGULAR ELEMENTS-TRANSPORT-TRANSIENT  
    8    6    1    2    1    3                                                   
COORD                                                                            
    1    2      0.0       0.0                                                    
    7    0      3.0       0.0                                                    
    2    2      0.0       1.0                                                    
    8    0      3.0       1.0                                                    
                                                                                 
ELEM                                                                             
    1    1    1    4    2                                                        
    2    1    1    3    4                                                        
    3    1    3    5    4                                                        
    4    1    5    6    4                                                        
    5    1    5    8    6                                                        
    6    1    5    7    8                                                        
                                                                                 
MATE                                                                             
    1    5          MATERIAL 1                                                   
       1.0       1.0       0.0                                                   
                                                                                 
TEMP                                                                             
    1            0.0                                                             
    2            0.0                                                             
    3            0.1                                                             
    4            0.1                                                             
    5            0.2                                                             
    6            0.2                                                             
    7            0.3                                                             
    8            0.3                                                             
                                                                                 
BOUN                                                                             
    1         1                                                                  
    2         1                                                                  
                                                                                 
FORC                                                                             
    1          1.0                                                               
    2          1.0                                                               
                                                                                 
END                                                                              
MACR                                                                             
DT          0.1                                                                  
UTAN                                                                             
FORM                                                                             
LMAS                                                                             
LOOP         10                                                                  
TIME                                                                             
IMPL                                                                             
SOLV                                                                             
DISP                                                                             
NEXT                                                                             
END                                                                              
STOP                                                                             
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      SUBROUTINE ELMT03(D,UL,XL,IX,TL,S,P,NDF,NDM,NST,ISW) 
      IMPLICIT REAL*8(A-H,O-Z) 
C 
C.... THREE NODED PLANE STRAIN ELEMENT FOR SOLID MECHANICS 
C 
C     USER INFORMATION 
C 
C     INPUT 
C 
C       VAR     FORMAT          DESCRIPTION 
C       ---------------------------------------------------------- 
C 
C       D(1)    F10.0           MODULUS OF DEFORMATION 
C       D(2)    F10.0           POISSON RATIO 
C 
C------------------------------------------------------------------- 
C 
C     LOCAL NODAL NUMBERING MUST BE COUNTER-CLOCKWISE 
C 
C------------------------------------------------------------------- 
C 
C     VARIABLES 
C 
C     NEL    -    NUMBER OF NODES PER ELEMENT 
C     NDF    -    NUMBER OF DEGREES OF FREEDOM PER NODE 
C     NST    -    NUMBER OF DEGREES OF FREEDOM PER ELEMENT (NEN*NDF) 
C     ISW    -    FUNCTION CALL NO. 
C                 1 = READ ELEMENT SPECIFIC INPUT DATA 
C                 2 = PERFORM MESH CHECK 
C                 3 = FORM ELEMENT STIFFNESS MATRIX       - TANG 
C                 4 = EVALUATE ELEMENT STRESSES           - STRE 
C                 5 = FORM CONSISTENT/LUMPED MASS MATRIX  - CMAS 
C                 6 = FORM LOAD VECTOR                    - FORM 
C                     OR EVALUATE NODAL FORCES            - REAC 
C 
C     ARRAYS - GIVEN 
C 
C     UL(1,J)     SPECIFIED DISPLACEMENT BOUNDARY CONDITION FOR 
C                 DEGREE OF FREEDOM J (J=1,6) 
C     XL(I,J)     COORDINATE IN THE I DIRECTION AT NODE J 
C                 EG. XL(1,3) IS X COORDINATE OF NODE K 
C 
C     ARRAYS - EVALUATED 
C 
C     A(  )       A MATRIX 
C     C(  )       D MATRIX 
C     S(I,J)      STIFFNESS MATRIX  S = AT*D*A DV 
C                 FOR ROW (VERTICAL) I AND COLUMN (HORIZ.) J 
C     P(I)        MODIFIED LOAD VECTOR FOR LOCAL DOF I (IGNORE) 
C 
C--------------------------------------------------------------- 
      CHARACTER*4 O,HEAD 
      COMMON  /CDATA/ O,HEAD(20),NUMNP,NUMEL,NUMMAT,NEN,NEQ,IPR 
      COMMON  /ELDATA/ DM,N,MA,MCT,IEL,NEL 
      DIMENSION D(2),UL(1,1),XL(NDM,1),IX(1),TL(1),S(NST,1),P(1) 
     1     ,A(3,6),C(3,3) 
C.... GO TO CORRECT ARRAY PROCESSOR 



      GO TO(1,2,3,4,5,3),ISW 
C.... INPUT MATERIAL PROPERTIES 
1     READ (5,1000) D(1),D(2) 
      WRITE(6,2000) D(1),D(2) 
      RETURN 
C.... MESH CHECKING FACILITY 
2     RETURN 
C.... STIFFNESS MATRIX COMPUTATION 
C.. 
3     CONTINUE 
C.. 
C..   THE STIFFNESS MATRIX MUST BE COMPUTED IN THIS PORTION 
C..   OF THE ELEMENT SUBROUTINE. BETWEEN STATEMENTS 3 AND 300 
C..   THE STIFFNESS MATRIX MUST BE EVALUATED. 
C.. 
C..   USE THE FOLLOWING STEPS TO EVALUATE THE MATRIX S(6,6) 
C.. 
C..   S(6,6) MUST BE EVALUATED BEFORE STATEMENT 300 
C.. 
C     EVALUATE C( ) MATRIX 
C.. 
C.... EVALUATE COEFFICIENTS IN A( ) MATRIX 
C.. 
C.... COMPLETE TRIPLE MATRIX PRODUCT  AT*D*A 
C.. 
C.... PERFORM VOLUME INTEGRATION (*AREA) 
C.. 
C.... MODIFY LOAD VECTOR FOR BOUNDARY CONDITIONS 
C.. 
C..   THIS IS THE END OF YOUR ADDITIONS 
C.. 
300   CONTINUE 
      DO 320 I=1,6 
      DO 320 J=1,6 
320   P(I) = P(I) - S(I,J)*UL(1,J) 
      RETURN 
C.... EVALUATE ELEMENT STRESSES 
4     RETURN 
C.... LUMPED MASS COMPUTATION 
5     RETURN 
C.... FORMATS FOR INPUT AND OUTPUT 
1000  FORMAT(2F10.0) 
2000  FORMAT(/5X,'THREE NODED CONSTANT STRAIN ELEMENT',// 
     1 10X,'DEFORMATION MODULUS       ',6X,E14.7,/ 
     2 10X,'POISSON RATIO             ',6X,E14.7,/) 
      END 
 



FEAP  1-D LOADING CASE FOR A COLUMN  (File asst2.d)  
   11   10    2    1    1    2                                                   
COORD                                                                            
    1    1      0.0                                                              
   11    0      2.0                                                              
                                                                                 
ELEM                                                                             
    1    1    1    2    1                                                        
    5    1    5    6                                                             
    6    2    6    7    1                                                        
   10    2   10   11                                                             
                                                                                 
MATE                                                                             
    1    8          BLOCK 1                                                      
       1.0  1000000.                                                             
    2    8          BLOCK 2                                                      
       1.0  1000000.                                                             
                                                                                 
BOUN                                                                             
    1         0                                                                  
   11         1                                                                  
                                                                                 
FORC                                                                             
    1         -5.0                                                               
   11          0.0                                                               
                                                                                 
END                                                                              
MACR                                                                             
TANG                                                                             
FORM                                                                             
SOLV                                                                             
DISP                                                                             
REAC                                                                             
END                                                                              
STOP                                                                             
                                                                                 
                                                                                 
 



FEAP   TWIN TRIANGULAR ELEMENTS - SOLID MECHANICS                                
    4    2    1    2    2    3                                                   
COORD                                                                            
    1           0.0       0.0                                                    
    2           1.0       0.0                                                    
    3           1.0       1.0                                                    
    4           0.0       1.0                                                    
                                                                                 
ELEM                                                                             
    1    1    1    2    3                                                        
    2    1    1    3    4                                                        
                                                                                 
MATE                                                                             
    1    3          MATERIAL 1                                                   
       1.0       .25                                                             
                                                                                 
BOUN                                                                             
    1         1    1                                                             
    2         0    1                                                             
    3         0    0                                                             
    4         0    0                                                             
                                                                                 
FORC                                                                             
    1          0.0       0.0                                                     
    2          0.0       0.0                                                     
    3          0.0      -1.0                                                     
    4          0.0      -1.0                                                     
                                                                                 
END                                                                              
MACR                                                                             
TANG                                                                             
FORM                                                                             
SOLV                                                                             
DISP                                                                             
REAC                                                                             
END                                                                              
STOP                                                                             
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The settlement of soils under load is caused by a phenomenon called consolidation, whose 
mechanism is known to be in many cases identical with the process of squeezing water out of 
an elastic porous medium. The mathematical physical consequences of this viewpoint are 
established in the present paper. The number of physical constants necessary to determine the 
properties of the soil is derived along with the general equations for the prediction of settle- 
ments and stresses in three-dimensional problems. Simple applications are treated as examples. 
The operational calculus is shown to be a powerful method of solution of consolidation 
problems. 

INTRODUCTION 

I 

T is well known to engineering practice that a 
soil under load does not assume an instan- 

taneous deflection under that load, but settles 
gradually at a variable rate. Such settlement is 
very apparent in clays and sands saturated with 
water. The settlement is caused by a gradual 
adaptation of the soil to the load variation. This 
process is known as soil consolidation. A simple 
mechanism to explain this phenomenon was first 
proposed by K. Terzaghi.’ He assumes that the 
grains or particles constituting the soil are more 
or less bound together by certain molecular 
forces and constitute a porous material with 
elastic properties. The voids of the elastic skel- 
eton are filled with water. A good example of 
such a model is a rubber sponge saturated with 
water. A load applied to this system will produce 
a gradual settlement, depending on the rate at 
which the water is being squeezed out of the 
voids. Terzaghi applied these concepts to the 
analysis of the settlement of a column of soil 
under a constant load and prevented from lateral 
expansion. The remarkable success of this theory 
in predicting the settlement for many types of 
soils has been one of the strongest incentives in 
the creation of a science of soil mechanics. 

Terzaghi’s treatment, however, is restricted to 
the one-dimensional problem of a column under a 
constant load. From the viewpoint of mathe- 
matical physics two generalizations of this are 

* Publication assisted by the Ernest Kempton Adams 
Fund for Physical Research of Columbia University. 

1 K. Terzaghi, Erdbaumechanik auf Boden~hysikabischer 
Grundlage CLeipzig F. Deuticke, 1925); “Principle of soil 
mechanics,” Eng. News Record (1925), a series of articles. 
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possible : the extension to the three-dimensional 
case, and the establishment of equations valid for 
any arbitrary load variable with time. The 
theory was first presented by the author in rather 
abstract form in a previous publication.2 The 
present paper gives a more rigorous and complete 
treatment of the theory which leads to results 
more general than those obtained in the previous 
paper. 

The following basic properties of the soil are 
assumed : (1) isotropy of the material, (2) re- 
versibility of stress-strain relations under final 
equilibrium conditions, (3) linearity of stress- 
strain relations, (4) small strains, (5) the water 
contained in the pores is incompressible, (6) the 
water may contain air bubbles, (7) the water 
flows through the porous skeleton according to 
Darcy’s law. 

Of these basic assumptions (2) and (3) are 
most subject to criticism. However, we should 
keep in mind that they also constitute the basis of 
Terzaghi’s theory, which has been found quite 
satisfactory for the practical requirements of 
engineering. In fact it can be imagined that the 
grains composing the soil are held together in a 
certain pattern by surface tension forces and tend 
to assume a configuration of minimum potential 
energy. This would especially be true for the 
colloidal particles constituting clay. It seems 
reasonable to assume that for small strains, when 
the grain pattern is not too much disturbed, the 
assumption of reversibility will be applicable. 

The assumption of isotropy is not essential and 

* M. A. Biot, “Le probkme de la Consolidation des 
Mat&-es argileuses sous une charge,” Ann. Sot. Sci. 
Bruxelles B55, 110-113 (1935). 
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anisotropy can easily be introduced as a refine- 
ment. Another refinement which might be of 
practical importance is the influence, upon the 
stress distribution and the settlement, of the 
state of initial stress in the soil before application 
of the load. It was shown by the present author3 
that this influence is greater for materials of low 
elastic modulus. Both refinements will be left out 
of the present theory in order to avoid undue 
heaviness of presentation. 

The first and second sections deal mainly with 
the mathematical formulation of the physical 
properties of the soil and the number of constants 
necessary to describe these properties. The 
number of these constants including Darcy’s 
permeability coefficient is found equal to five in 
the most general case. Section 3 gives a dis- 
cussion of the physical interpretation of these 
various constants. In Sections 4 and 5 are 
established the fundamental equations for the 
consolidation and an application is made to the 
one-dimensional problem corresponding to a 
standard soil test. Section 6 gives the simplified 

same time small enough, compared to the scale of 
the macroscopic phenomena in which we are 
interested, so that it may be considered as 
infinitesimal in the mathematical treatment. 

The average stress condition in the soil is then 
represented by forces distributed uniformly on 
the faces of this cubic element. The corresponding 
stress components are denoted by 

They must satisfy the well-known equilibrium 
conditions of a stress field. 

(1.2) 

theory for the case most important in practice of 
a soil completely saturated with water. The 

Physically we may think of these stresses as 

equations for this case coincide with those of the 
composed of two parts ; one which is caused by 

previous publication.2 In the last section is 
the hydrostatic pressure of the water filling the 

shown how the mathematical tool known as the 
pores, the other caused by the average stress in 

operational calculus can be applied most con- 
the skeleton. In this sense the stresses in the soil 

veniently for the calculation of the settlement 
are said to be carried partly by the water and 

without having to calculate any stress or water partly by the solid constituent. 

pressure distribution inside the soil. This method 
of attack constitutes a major simplification and 
proves to be of high value in the solution of the 
more complex two- and three-dimensional prob- 
lems. In the present paper applications are 
restricted to one-dimensional examples. A series 
of applications to practical cases of two-dimen- 
sional consolidation will be the object of subse- 
quent papers. 

1. SOIL STRESSES 

Consider a small cubic element of the con- 
solidating soil, its sides being parallel with the 
coordinate axes. This element is taken to be large 
enough compared to the size of the pores so that 
it may be treated as homogeneous, and at the 

2. STRAIN RELATED TO STRESS AND 
WATER PRESSURE 

We now call our attention to the strain in the 
soil. Denoting by u, V, zet the components of the 
displacement of the soil and assuming the strain 
to be small, the values of the strain components 
are 

du a~ av 
ez=- 

ax’ 
r.T=-+-_, 

ay a2 

av a24 aw 
e,=--, -YII=-+-, (2.1) ay a2 ax 

aw av a24 
ez=- 

az '  
-yz=-+-. 

ax ay 

*M. A. Biot, “Nonlinear theory of elasticity and the In order to describe completely the macroscopic 
linearized case for a body under initial stress.” condition of the soil we must consider an addi- 
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tional variable giving the amount of water in the 
pores. We therefore denote by 0 the increment of 
water volume per unit volume of soil and call this 
quantity the zJariation in water content. The 
increment’of water pressure will be denoted by u. 

Let us consider a cubic element of soil. The 
water pressure in the pores may be considered as 
uniform throughout, provided either the size of 
the element is small enough or, if this is not the 
case, provided the changes occur at sufficiently 
slow rate to render the pressure differences 
negligible. 

It is clear that if we assume the changes in the 
soil to occur by reversible processes the macro- 
scopic condition of the soil must be a definite 
function of the stresses and the water pressure 
i.e., the seven variables 

e, ey e, Yx YU YE. 8 

must be definite functions of the variables: 

uz Qu UE 7, i-g 7, CT. 

Furthermore if we assume the strains and the 
variations in water content to be small quantities, 
the relation between these two sets of variables 
may be taken as linear in first approximation. 
We first consider these functional relations for 
the particular case where u= 0. The six com- 
ponentsof strain are then functions only of the six 
stress components cI uy uZ rZ ry 7,. Assuming the 
soil to have isotropic properties these relations 
must reduce to the well-known expressions of 
Hooke’s law for an isotropic elastic body in the 
theory of eIasticity ; we have 

e,=~-~(uz+uu), 

~z = rz/G, 

mu= 7,/G, 
yz= rz/G. 

(2.2) 

In these relations the constants E, G, v may be 
interpreted, respectively, as Young’s modulus, 

the shear modulus and Poisson’s ratio for the 
solid skeleton. There are only two distinct 
constants because of the relation 

E 
G=-. 

v+v1 
(2.3) 

Suppose now that the effect of the water pressure 
u is introduced. First it cannot produce any 
shearing strain by reason of the assumed isotropy 
of the soil; second for the same reason its effect 
must be the same on all three components of 
strain e, e, e,. Hence taking into account the 
influence of u relations (2.2) become 

e.=~-~(uv+u,,+i 
3H 

~z = i-z/G, 

Y?/ = r,lG, 
yz= TJG, 

where H is an additional physical constant. 
These relations express the six strain components 
of the soil as a function of the stresses in the soil 
and the pressure of the water in the pores. We 
still have to consider the dependence of the 
increment of water content 0 on these same 
variables. The most general relation is 

6 = aiuo+a2uy+a3ur+a4r2 
+a6ry+a67,+a7u. (2.5) 

Now because of the isotropy of the material a 
change in sign of r2 ry rZ cannot affect the water 
content, therefore a4=aL=a6=0 and the effect 
of the shear stress components on 0 vanishes. 
Furthermore all three directions x, y, z must have 
equivalent properties al = a2 = a3. Therefore rela- 
tion (2.5) may be written in the form 

s=-&-(u~+u,+uz)+~, (2.6) 
1 

where HI and R are two physical constants. 
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Relations (2.4) and (2.6) contain five distinct 
physical constants. We are now going to prove 
that this number may be reduced to four; in 
fact that H=Hl if we introduce the assumption 
of the existence of a potential energy of the soil. 
This assumption means that if the changes occur 
at an infinitely slow rate, the work done to bring 
the soil from the initial condition to its final state 
of strain and water content, is independent of the 
way by which the final state is reached and is a 
definite function of the six strain components and 
the water content. This assumption follows quite 
naturally from that of reversibility introduced 
above, since the absence of a potential energy 
would then imply that an indefinite amount of 
energy could be drawn out of the soil by loading 
and unloading along a closed cycle. 

The potential energy of the soil per unit volume 
is 

U=~(uoez+uy~y+u~~o.+7z~z 
+ry~y+r.yz+~@. (2.7) 

In order to prove that H=Hl let us consider a 
particular condition of stress such that 

Then the potential energy becomes 

lJ=$(ure+u0) with E=e,+ey+er 

and Eqs. (2.4) and (2.6) 

3(1-2~) u 
t= 

E 
uI+~, e=u~/H~+ulR. (2.8) 

The quantity t represents the volume increase of 
the soil per unit initial volume. Solving for ul 
and u 

e e 
#J1=----- 

RA HA’ 

--E +3(1 -2V)e 
u=&A EA ’ 

(2.9) 

3(1-2~) 1 
A= --. 

ER HH1 

The potential energy in this case may be con- 
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sidered as a function of the two variables E, B. 
Now we must have 

Hence 

or 

au au 
-=u1,  -=u.  
de de 

aal  au 
-=-  
de de 

1 1 

Ha== 

We have thus proved that H=Hl and we may 
write 

(2.10) 

Relations (2.4) and (2.10) are the fundamental 
relations describing completely in first approxi- 
mation the properties of the soil, for strain and 
water content, under equilibrium conditions. 
They contain four distinct physical constants 
G, v, H and R. For further use it is convenient to 
express the stresses as functions of the strain and 
the water pressure u. Solving Eq. (2.4) with 
respect to the stresses we find 

u,=ZG( eg+fi) --au, 

u,=2G( ez+fi) -cyu, (2.11) 

7, = GYP, 

it, = Grv, 

with 
TZ=GYZ 

2(I+v) G 
CY= 

3(1--2~) 5’ 

In the same way we may express the variation in 
water content as 

where 
e=ffe+u/Q, (2.12) 

1 1 a! 
-=---. 
QRH 
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3. PHYSICAL INTERPRETATION OF THE 
SOIL CONSTANTS 

The constants E, G and v have the same 
meaning as Young’s modulus the shear modulus 
and the Poisson ratio in the theory of elasticity 
provided time has been allowed for the excess 
water to squeeze out. These quantities may be 
considered as the average elastic constants of the 
sohd skeleton. There are only two distinct such 
constants since they must satisfy relation (2.3). 
Assume, for example, that a column of soil sup- 
ports an axial load po= -ur while allowed to 
expand freely laterally. If the load has been 
applied long enough so that a final state of 
settlement is reached, i.e., all the excess water has 
been squeezed out and u = 0 then the axial strain 
is, according to (2.4), 

PO 
ez= -- 

E 
(3.1) 

and the lateral strain 

VP0 
ez=ey=-= -vez. 

E . 
(3.2) 

The coefficient v measures the ratio of the lateral 
bulging to the vertical strain under final equi- 
librium conditions. 

To interpret the constants H and R consider a 
sample of soil enclosed in a thin rubber bag so 
that the stresses applied to the soil be zero. Let 
us drain the water from this soil through a thin 
tube passing through the walls of the bag. If a 
negative pressure -u is applied to the tube a 
certain amount of water will be sucked out. This 
amount is given by (2.10) 

fy= -“. 
R 

(3.3) The coefficient 

The corresponding volume change of the soil is 
given by (2.4) 

(3.4) 

The coefficient l/H is a measure of the com- 
pressibility of the soil for a change in water 
pressure, while l/R measures the change in 
water content for a given change in water pres- 

sure. The two elastic constants and the constants 
H and R are the four distinct constants which 
under our assumption define completely the 
physical proportions of an isotropic soil in the 
equilibrium conditions. 

Other constants have been derived from these 
four. For instance Q! is a coefficient defined as 

2(l+v) G 
Cl!= 

3(1-22) E 
(3.5) 

According to (2.12) it measures the ratio of the 
water volume squeezed out to the volume change 
of the soil if the latter is compressed while 
allowing the water to .escape (a=O). The coeffi- 
cient l/Q defined as 

1 1 CY 
-_=---_ 
QRH 

(3.6) 

is a measure of the amount of water which can be 
forced into the soil under pressure while the 
volume of the soil is kept constant. It is quite 
obvious that the constants (Y and Q will be of 
significance for a soil not completely saturated 
with water and containing air bubbles. In that 
case the constants a and Q can take values 
depending on the degree of saturation of the soil. 

The standard soil test suggests the derivation 
of additional constants. A column of soil supports 
a load p. = - ul and is confined laterally in a rigid 
sheath so that no lateral expansion can occur. 
The water is allowed to escape for instance by 
applying the load through a porous slab. When 
all the excess water has been squeezed out the 
axial strain is given by relations (2.11) in which 
we put u=O. We write 

er= - pea. 

l-2v 

(3.7) 

l7,= 

2G(l- v) 
(3.8) 

will be called the final compressibility. 
If we measure the axial strain just after the 

load has been applied so that the water has not 
had time to ilow out, we must put B=O in 
relation (2.12). We deduce the value of the water 
pressure 

u = - aQe&. (3.9) 
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substituting this value in (2.11) we write 

er= -parri. (3.10) 
The coefficient 

a 
aa= 

1 +a2aQ 
(3.11) 

will be called the instantaneous compressibility. 
The physical constants considered above refer 

to the properties of the soil for the state of 
equilibrium when the water pressure is uniform 
throughout. We shall see hereafter that in order 
to study the transient state we must add to the 
four distinct constants above the so-called 
coeficient of permeability of the soil. 

4. GENERAL EQUATIONS GOVERNING 
CONSOLIDATION 

We now proceed to establish the differential 
equations for the transient phenomenon of con- 
solidation, i.e., those equations governing the dis- 
tribution of stress, water content, and settlement 
as a function of time in a soil under given loads. 

Substituting expression (2.11) for the stresses 
into the equilibrium conditions (1.2) we find 

G de aa 
GV2~+--- -- (Y--o, 

l-2vax ax 

G de da 
Gv%~-l---- -- ff--0. 

l--2vay dy 
(4.1) \ I 

G ae da 
GV2wS -.--L,_=O, 

l-2vdz dz 

v2 =a2/aX2+d2/ay2+a2/a22.  

There are three equations with four unknowns 
u, v, w, 6. In order to have a complete system we 
need one more equation. This is done by intro- 
ducing Darcy’s law governing the flow of water 
in a porous medium. We consider again an 
elementary cube of soil and call V, the volume of 
water flowing per second and unit area through 
the face of this cube perpendicular to the x axis. 
In the same way we define V, and Vl. According 
to Darcy’s law these three components of the 
rate of flow are related to the water pressure by 
the relations 

V,= -k;, V,= -$, V,= -Pt. (4.2) 

The physical constant k is called the coeficient of 
permeability of the soil. On the other hand, if we 
assume the water to be incompressible the rate of 
water content of an element of soil must be equal 
to the volume of water entering per second 
through the surface of the element, hence 

de av,  av,  av,  
-=-----7 
at‘  ax ay a2 

(4.3) 

Combining Eqs. (2.2) (4.2) and (4.3) we obtain 

de 1 an 
kV2a = a~---+- -. 

at  Q at  
(4.4) 

The four differential Eqs. (4.1) and (4.4) are the 
basic equations satisfied by the four unknowns 
u, 21, w, c. 

5. APPLICATION TO A STANDARD SOIL TEST 

Let us examine the particular case of a column of soil supporting a load PO= - cz and confined 
laterally in a rigid sheath so that no lateral expansion can occur. It is assumed also that no water can 
escape laterally or through the bottom while it is free to escape at the upper surface by applying the 
load through a very porous slab. 

Take the z axis positive downward; the only component of displacement in this case will be w. 
Both w and the water pressure u will depend only on the coordinate z and the time t. The differential 
Eqs. (4.1) and (4.4) become 

i a2w aw 
---  w-=0,  (5.1)  
a a22 a2 
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a.22 azat Qat’ 

(5.2) 
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where a is the final compressibility defined by (3.8). The stress (TV throughout the loaded column is a 
constant. From (2.11) we have 

1 aw 
PO= -az= ---+cia (5.3) 

a dz 
and from (2.12) 

dw a 
e=a-+--. 

da Q 
Note that Eq. (5.3) implies (5.1) and that 

1 PW da 

adzat=%. 
This relation carried into (5.2) gives 

Pa 1 aa 
-=--, 
dz2 c at 

(5.4) 

with * 
1 al 
-=a”+-_. 

k Qk 
(5.5)  

c 

The constant c is called the consolidation constant. Equation (5.4) shows the important result that the 
water pressure satisfies the well-known equation of heat conduction. This equation along with the 
boundary and the initial conditions leads to a complete solution of the problem of consolidation. 

Taking the height of the soil column to be h and z=O at the top we have the boundary conditions 

a=0 for z=O, 

da 
-=0 for z=h. 
az 

(5.6) 

The first condition expresses that the pressure of the water under the load is zero because the perme- 
ability of the slab through which the load is applied is assumed to be large with respect to that of the 
soil. The second condition expresses that no water escapes through the bottom. 

The initial condition is that the change of water content is zero when the load is applied because the 
water must escape with a finite velocity. Hence from (2.12) 

aw a 
~=cP--+--0 for t=O. 

az Q 
Carrying this into (5.3) we derive the initial value of the water pressure 

az*,/(A+Ck!) fort=0 or a=yP0, (5.7) 

where a, and a are the instantaneous and final compressibility coefficients defined by (3.8) and (3.11). 
The solution of the differential equation (5.4) with the boundary conditions (5.6) and the initial 

condition (5.7) may be written in the form of a series 

4 a-ai 
a=----~0~exp[-(~)z~t]sin~+~exp[-(~)2~t]sin~+~~~). (5.8) 

.X ffa 

The settlement may be found from relation (5.3). We have 

aw 
-=&a-ape. 
dz 

(5.9) 
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The total settlement is 

s hdW 

wo= - -ak = (5.10) 
0 az 

--$(u-ui)hpo 5 l 
0 (2n+1)2 

exp ( -[(Znzl’n]z Ct ] +Uhpo. 

Immediately after loading (t=O), the deflection is 

Taking into account that 

WC= a,hp,, (5.11) 

which checks with the result (3.10) above. The final deflection for t = 00 is 

wc., = ahpo. (5.12) 

It is of interest to find a simplified expression for the law of settlement in the period of time immedi- 
ately after loading. To do this we first eliminate the initial deflection wi by considering 

(5.13) 

This expresses that part of the deflection which is caused by consolidation. We then consider the 
rate of settlement. 

dw, 2c(a-ai) m 

dt= h 
p0 T exp ( -[(2”i1)r-J&}. (5.14) 

For t =0 this series does not converge; which means that at the first instant of loading the rate of 
settlement is infinite. Hence the curve representing the settlement w, as a function of time starts 
with a vertical slope and tends asymptotically toward the value (a-ud)hpl as shown in Fig. 1 (curve 
1). It is obvious that during the initial period of settlement the height h of the column cannot have 
any influence on the phenomenon because the water pressure at the depth z=h has not yet had time 
to change. Therefore in order to find the nature of the settlement curve in the vicinity of t = 0 it is 
enough to consider the case where h = w. In this case we put 

and write (5.14) as 
n/h= & l/h=Al 

dw, 
z= 2c(u-U&O 5 exp [ -a2(E+$A~)2ct]A,$ 

0 

,,for h= 60,. The rate of settlement becomes the integral 

dw, 00 

-=2c(u-uai)po 
S 

exp (- r2E2ct)dE= 
c(a-UJPO 

dt 0 (Tct); . 

The value of the settlement is obtained by integration 

S 
t dw, 

w*= -dt=2(u-u&o 
o dt 

It follows a parabolic curve as a function of time (curve 2 in Fig. 1). 

(5.15) 

(5.16) 
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6. SIMPLIFIED THEORY FOR A SATURATED CLAY 

For a completely saturated clay the standard 
test shows that the initial compressibility ai may 
be taken equal to zero compared to the final 
compressibility a, and that the volume change of 
the soil is equal to the amount of water squeezed 
out. According to (2.12) and (3.11) this implies 

Q=w, cr=l. (6.1) 

This reduces the number of physical constants of 
the soil to the two elastic constants and the 
permeability. From relations (3.5) and (3.6) we 
deduce 

H=R= 
2GO+v) 
3(1--2~) 

(6.2) 

and from (5.5) the value of the consolidation 
constant takes the simple form 

c = k/a. (6.3) 

Relation (2.12) becomes 

6= e. (6.4) 

The general differential equations (4.1) and 
(4.4) are simplified, 

G de &s 
GV2u+-------=Q, 

1-2va~ ax 

G ae au 
Gvzv+--- ---=0, 

i-2vay ay 
(6.5) 

G ae au 
GV2w+------=O, 

1-2v a2 a2 

By adding the derivatives with respect to x, y, z 
of Eqs. (6.5), respectively, we find 

Ve2 = aV$, (6.7) 

where a is the final compressibility given by (3.8). 
From (6.6) and (6.7) we derive 

Vc2=! I? 
c at’ 

(6.8) 

Hence the volume change of the soil satisfies the 
equation of heat conduction. 

Equations (6.5) and (6.8) are the fundamental 
equations governing the consolidation of a com- 
pletely saturated clay. Because of (6.4) the initial 
condition 8=0 becomes e=O, i.e., at the instant 
of loading no volume change of the soil occurs. 
This condition introduced in Eq. (6.7) shows that 
at the instant of loading the water pressure in the 
pores also satisfies Laplace’s equation. 

Va2 = 0. (6.9) 

The settlement for the standard test of a column 
of clay of height h under the load ~0 is given by 
(5.13) by putting ai=O. 

8 
w,=-ahp, 5 

1 

7r2 0 (2nfl)Z 

X[ l-e~p[-((2fl~1)n)2&]}. (6.10) 

From (5.16) the settlement for an infinitely high 
column is 

ct 3 
w,=2apo - . 0 n- 

(6.11) 

It is easy to imagine a mechanical model having 
the propel-ties implied in these equations. Con- 
sider a system made of a great number of small 
rigid particles held together by tiny helical 
springs. This system will be elastically deformable 
and will possess average elastic constants. If we 
fill completely with water the voids between the 

I 

FIG. 1. Settlement caused by consolidation as a function 
of time. Curve 1 represents-the settlement of a column of 
height h under a load ~0. Curve 2 represents the settlement 
for an infinitely high column. 
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particles, we shall have a model of a completely 
saturated clay. 

Obviously such a system is incompressible if no 
water is allowed to be squeezed out (this corre- 
sponds to the condition Q= a) and the change 
of volume is equal to the volume of water 
squeezed out (this corresponds to the condition 
LY = 1). If the systems contained air bubbles this 
would not be the case and we would have to 
consider the general case where Q is finite and 
a#l. 

Eqs. (5.1) become 

i ak aa a% aw 
--=- ,  kaz,=pdz. 
a a.22 a2 

(7.1) 

A solution of these equations which vanishes at 
infinity is 

WC c,p(Plc)t 
(7.2) 

1 P + 
a=&-- - 

0 
Cle-“‘P/“’ ? 

a c 

Whether this model represents schematically 
the actual constitution of soils is uncertain. It is 
quite possible, however, that the soil particles are 
held together by capillary forces which behave in 
pretty much the same way as the springs of the 
model. 

The boundary conditions are for z=O 

i aw 
gz=-l=-- ,  a=O.  

a a.2 
Hence 

c + 
Cl=a - , C2=l. 0 P 

7. OPERATIONAL CALCULUS APPLIED TO 
CONSOLIDATION 

The settlement w. at the top (z = 0) caused by the 
sudden application of a unit load is 

The calculation of settlement under a suddenly 
applied load leads naturally to the application of 
operational methods, developed by Heaviside for 
the analysis of transients in electric circuits. As 
an illustration of the power and simplicity 
introduced by the operational calculus in the 
treatment of consolidation problem we shall 
derive by this procedure the settlement of a 
completely saturated clay column already calcu- 
lated in the previous section. In subsequent 
articles the operational method will be used 
extensively for the solution of various consolida- 
tion problems. We consider the case of a clay 
column infinitely high and take as before the top 
to be the origin of the vertical coordinate z. For a 
completely saturated clay (Y = 1, Q = 00 and with 
the operational notations, replacing a/at by p, 

c + 
w,=a - 0 . 1 (t). 

P 
The meaning of this symbolic expression is 
derived from the operational equation4 

(7.3) 

The settlement as a function of 
load PO is therefore 

time under the 

ct + 
w*=2apo - . 0 T 

(7.4) 

This coincides with the value (6.11) above. 

4 V. Bush, Operational Circuit Analysis (John Wiley, 
New York, 1929), p. 192. 
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Validation, Verification, & Certification   and related QA/QC  
[IEEE Standard Glossary of Software Engineering Terminology] 
 
Verification is “The process of evaluating a system or component to 
determine whether the products of a given development phase satisfy 
the conditions imposed at the start of that phase."  
 
i.e. Whether the model represents the physics and chemistry you 
have programmed into it. 
 
Validation is "The process of evaluating a system or component 
during or at the end of the development process to determine 
whether it satisfies specified requirements."  
 
i.e. Whether the physics and chemistry represent the real world. 
 
Certification is "A written guarantee that a system or component 
complies with its specified requirements and is acceptable for 
operational use." 
 
i.e. What would you bet on it? 
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a b s t r a c t

A method is introduced to couple the thermal (T), hydrologic (H), and chemical precipitation/dissolution
(C) capabilities of TOUGHREACT with the mechanical (M) framework of FLAC3D to examine THMC
processes in deformable, fractured porous media. The combined influence of stress-driven asperity
dissolution, thermal-hydro-mechanical asperity compaction/dilation, and mineral precipitation/
dissolution alter the permeability of fractures during thermal, hydraulic, and chemical stimulation.
Fracture and matrix are mechanically linked through linear, dual-porosity poroelasticity. Stress-
dissolution effects are driven by augmented effective stresses incrementally defined at steady state with
feedbacks to the transport system as a mass source, and to the mechanical system as an equivalent
chemical strain. Porosity, permeability, stiffness, and chemical composition may be spatially
heterogeneous and evolve with local temperature, effective stress and chemical potential. Changes in
total stress generate undrained fluid pressure increments which are passed from the mechanical
analysis to the transport logic with a correction to enforce conservation of fluid mass. Analytical
comparisons confirm the ability of the model to represent the rapid, undrained response of the fluid-
mechanical system to mechanical loading. We then focus on a full thermal loading/unloading cycle
of a constrained fractured mass and follow irreversible alteration in in-situ stress and permeability
resulting from both mechanical and chemical effects. A subsequent paper [Taron J, Elsworth D.
Thermal-hydrologic-mechanical-chemical processes in the evolution of engineered geothermal
reservoirs. Int J Rock Mech Min Sci 2009; this issue, doi:10.1016/j.ijrmms.2009.01.007] follows the
evolution of mechanical and transport properties in an EGS reservoir, and outlines in greater detail the
strength of coupling between THMC mechanisms.

& 2009 Elsevier Ltd. All rights reserved.

1. Introduction

It is well known that fractured rocks exhibit changes in
mechanical compliance and hydraulic conductivity when sub-
jected to thermal, hydraulic, mechanical, and chemical forces. In
many engineering applications it is important to be able to predict
the direction and magnitude of these changes. However, the
interplay between temperature, effective stress, chemical poten-
tial, and fracture response is complex: it is not only influenced
by anisotropic and spatially varying fracture properties, but also
by fracture properties that are dynamic, and evolve with the
dynamic nature of the applied forces.

The gaping or sealing of natural fractures has clear implica-
tions in reservoirs for the sequestration of CO2 [2] and radioactive
waste repositories [3], where the release of CO2 or the redistribu-
tion of pore fluids around contained radioactive waste is a primary

concern. Volcanic environments are also impacted, as in the case
of failing volcanic domes [4], where elevated fluid pressures
may destabilize an existing volcanic pile. In other cases, such
as petroleum or gas reservoirs, hot dry rock [5] or enhanced
geothermal systems [6] (HDR/EGS), engineered stimulations may
beneficially improve fluid circulation; a topic of significant
interest since the majority of worldwide geothermal capacity is
contained within low permeability rock masses [6,7].

Despite their importance, the competing influence of processes
that degrade fluid conductivity in dominant fractures, such as
thin-film pressure solution [8–10] and mineral precipitation, and
those that enhance it, such as shear dilation [11,12], mineral
dissolution [13–15], and strain energy driven free-face dissolution
[9,16] have yet to be addressed at geologic scale. To examine these
processes together, a link between chemical and mechanical
behavior that maintains dependence on thermal and hydrologic
changes is required, i.e., THMC coupling. And while several
THM [3,17–20] and THC [14] coupling methodologies have been
suggested, to the authors’ knowledge no single numerical
simulator has been introduced to examine THMC processes in a
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construct that is applicable to the broad variety of above-
mentioned engineering applications.

Fig. 1 illustrates the potential error in excluding the chemi-
cal–mechanical link from numerical modeling. In the figure, we
follow a complete cycle of thermal/stress loading in a chemically
active fractured rock. During the loading/unloading cycle, rever-
sible (elastic) and irreversible (chemical–mechanical: pressure
solution or other) changes in aperture occur, with the ultimate
result that after unloading, once the system has been returned to
its initial background state, we see an irreversible aperture
reduction, and a corresponding irreversible loss in the state of
stress. These two occurrences (7 and 8 in Fig. 1) are the behaviors
of primary interest, as they indicate a complete and potentially
significant alteration of the resting system that cannot be
represented without the inclusion of THMC processes.

2. Model capabilities

We now introduce and implement a method for coupling the
multiphase, multi-component, non-isothermal thermodynamics,
reactive transport, and chemical precipitation/dissolution capa-
bilities of TOUGHREACT [14] with the mechanical framework
of FLAC3D [21] to generate a coupled THMC simulator. This
‘‘modular’’ approach, first proposed by Settari [22] to couple

geomechanics with reservoir flow simulation, has some advan-
tages over the development of a single coupled program. Modular
approaches will typically be more rapid and less expensive to
develop, although working within the framework of an existing
code can sometimes lack the freedom that is inherent in ‘‘from
scratch’’ code development. Additionally, as pointed out by Settari
and Mourits [23], the modular construction allows for easier
implementation of future advances in constitutive relationships
or modeling structures (rather than modifying an entire coding
structure), and the system can utilize highly sophisticated,
rigorously validated existing codes developed at high cost. It can
take many years for a new modeling structure to be validated by
the research community, but in the case of TOUGHREACT and
FLAC3D, each has been extensively scrutinized and each code is
‘‘qualified’’ for regulated programs, such as the US radioactive
waste program.

Furthermore, single codes often simplify behavior beyond the
principal scope of the analysis. For example, complex geomecha-
nical codes may represent the flow system as only single phase,
and complex reactive transport codes often incorporate mechan-
ical response as invariant total stresses. Appropriate coupling
enables the important subtleties of geomechanical response to be
followed while maintaining complex fluid thermodynamics and
reactive processes. Although development time is shortened in
this modular approach, execution times are commonly extended,
as neither code is optimized for the couplings, and data transfer
must occur between the concurrently or sequentially executing
codes. As suggested by Settari and Mourits [23] and Minkoff et al.
[24], however, this may not always be the case, because in systems
where geomechanics may be loosely coupled (not changing at a
rapid pace) the geomechanics simulation may not need to be
conducted very often, thus improving computational efficiency
over fully coupled codes where mechanics are equilibrated at
every fluid flow time step.

The coupled analysis that we present incorporates features
unique to engineered geosystems, particularly those under
elevated temperature and chemical potential, involving the
undrained pressure response in a dual-porosity medium and
stress-chemistry effects including the role of mechanically
mediated chemical dissolution of bridging fracture asperities.
FLAC3D is exercised purely in mechanical mode, where undrained
fluid pressures may be evaluated (externally) from local total
stresses. This undrained methodology allows calculation of the
short-term build-up in fluid pressures that result from an
instantaneous change in stress, provided we have knowledge of
the compressibility of the pore fluids and the solid matrix. In this
way, the complex thermodynamics of phase equilibria of multi-
phase water mixtures, and even multi-component mixtures (such
as CO2 and water), can be tracked in the pre-existing framework of
TOUGHREACT. As TOUGHREACT has no use for compressibility,
however, it is necessary to code this capability into the program
or, as we have done, to insert a thermodynamic calculation into
the external linking module (discussed later). For water mixtures,
we utilize the 1997 International Association for the Properties
of Water and Steam (IAPWS) steam table equations [25]. For CO2

mixtures, an appropriate equation of state would be required, and
we have not yet added this capability. If a system is unsaturated
(such as in HDR/EGS), fluid compressibility is very large, and the
undrained poroelastic equations approach their drained counter-
parts. Therefore, while our construct is tailored to saturated
systems, drained systems are automatically accommodated.

FLAC3D is applied independent of time to accommodate
the incremental equilibration of stresses for various mechanical
constitutive relationships. TOUGHREACT performs time-dependent
transport calculations, tracking thermodynamic relationships
for temperature, phase equilibria, and pore pressure dissipation

ARTICLE IN PRESS

Fig. 1. Conceptual, behavioral trend of thermally loaded and fractured rock: (A)
follow light gray line as (1) increasing temperature builds stress (partially reduced
by elastic fracture strain). (2) Irreversible fracture strains reduce stress, which, for
illustrative purpose, is applied at the end of loading (3). Thermal unloading follows
the black line. (B) Follow gray temperature (stress) loading line (4) elastic
reduction in fracture aperture (idealized as linear). Loading reaches maximum
value (5). Aperture irreversibly closes (chemical strain) and causes corresponding
drop in stress. Black (6) unloading line returns the system to its resting state for an
(7) irreversible aperture reduction and (8) corresponding irreversible stress loss.
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together with aqueous chemical equilibrium and kinetic pre-
cipitation/dissolution in a dual-porosity medium. Under large
thermal stresses, shear failure may be expected, and FLAC3D is
capable of handling this with the constitutive theories of
Mohr–Coulomb or Hoek–Brown. Plastic flow is also possible,
although this would require consideration of permeability
changes that occur during fracture shear and also fracture
compression. This complexity is not addressed here, and will be
the topic of a future paper.

3. Simulation logic

Simulation is executed within FLAC3D’s FISH programming
language [21], where external operations by TOUGHREACT and
the linking module are controlled. TOUGHREACT, an integral finite
difference code [26], calculates all properties at the central
coordinate of element volumes. In contrast, the first order finite
difference program FLAC3D, with explicit temporal derivatives and
a mixed discretization method that overlays constant strain-rate
tetrahedral elements with the final zone elements (adding greater
freedom in methods of plastic flow), utilizes properties of state
(p,T) at corner nodes and mechanical variables (s,u) at central
coordinates. Correspondingly, state properties from central
TOUGHREACT nodes are interpolated to connecting corner nodes
of FLAC3D. Stress (not displacement) outputs from FLAC3D are used
as the independent variable in constitutive relationships. The
parsing of stresses to TOUGHREACT is direct, as they are calculated
centrally within the node-centered blocks of FLAC3D (in spatial
agreement with TOUGHREACT).

In its current construction, the codes iterate upon the same
numerical grid. This structure, however, is not required. As
pointed out by Minkoff et al. [24], un-matched meshes are one
benefit to a modular code. For example [24], it may be desirable to
conduct flow simulations upon a reservoir area impacted by fluid
injection and withdrawal only, while the mechanical grid may
include the reservoir area in addition to all overburden up to the
ground surface. Neither must the overlapping simulation areas
utilize identical grid spacing, such that it may be desirable to
refine the fluid flow mesh to capture some complex physics in a
specific area, without adapting the mechanical mesh to agree. It is
only required that interpolation of data accommodate the
differences in mesh extent and geometry.

Sequential execution of the two programs is linked by a
separate code capable of parsing data outputs from each primary
simulator as input to the companion. This separate code is
referred to as the ‘‘interpolation module’’. The module is a Fortran
90 executable, and maintains access to data outputs from
TOUGHREACT and FLAC3D. In addition to data interpolation, this
module executes constitutive relationships including permeabil-
ity evolution, dual-porosity poroelastic response to stress, and
thermodynamically controlled fluid compressibility.

All transient calculations take place within TOUGHREACT, and
it is here that the time step is controlled for conditions of fluid
velocity, grid size, and reaction rates. Additionally, there is a
secondary (explicit) time step that controls how often stress is
corrected to changes in fluid pressure (for what length of time
TOUGHREACT conducts a flow simulation before allowing stress
equilibration in FLAC3D). This frequency is controlled in the
interpolation module. If the magnitude of stress change in the
system over one time step is beneath a pre-determined tolerance,
the frequency is decreased (if stress is not changing, mechanical
re-equilibration is unnecessary), and vice versa for an upper
tolerance. Coupling is explicit and constitutive calculations are
performed once per iteration (assuming constant constitutive
values throughout a fluid flow time step), requiring sufficiently

small time steps relative to the rapidity of change in the system.
The validity of utilizing such a methodology is discussed in later
sections to provide insight into this explicit time step.

The coupling cycle is shown in Fig. 2, and is comparable to the
loose coupling, modular structure of Minkoff et al. [24] and
Rutqvist et al. [3]. Simulation begins with equilibration of
temperature (T) and pore fluid pressure (pf) in TOUGHREACT,
where porosity (f) changes due to mineral precipitation/dissolu-
tion and liquid saturation (S) are also obtained. Constitutive
relationships in the interpolation module transform these outputs
into fluid bulk modulus (Kf), as obtained from IAPWS steam table
equations, and permeability change due to mineral behavior
(DkTC). The TOUGHREACT central node data (pf,T) are then
interpolated to corner node information as input to FLAC3D. After
stress equilibration in FLAC3D, the interpolation module uses
stress outputs within a dual-porosity framework, consisting of
matrix (pf

(1)) and fracture (pf
(2)) pore fluid pressures, to obtain the

pressure response to the new stress field via domain (matrix,
fracture) and state (p,T) specific Skempton coefficients. Effective
stress is then used to obtain the permeability change due to
pressure solution type behavior (DkTMC) while chemical strain (eC)
is accommodated in the stress field (discussed later). Parameters
then re-enter TOUGHREACT for the next time step.

4. Governing equations

The physical system of interest is modeled herein as a multi-
continuum, fully or partially saturated fracture/matrix system
with direct communication between the domains. Local thermal
equilibrium is assumed between the fluid and solid (at a single
point in continuum space, the fluid and solid exhibit the same
temperature), but not between separate fracture and matrix
domains. From this framework, a differential of pressure and
temperature may develop between the fracture and matrix, with
properties of pressure and temperature dissipation influencing
the rapidity of transfer from local changes in the fracture system
into the surrounding matrix blocks, and vice versa. As such,
the multi-continuum distinction is fully maintained within
the numerically represented THC system, while local continuity
of stress requires equilibrium of stresses between fracture and
matrix, which is then represented within the single continuum
framework of FLAC3D. For this transition, physical characteristics
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Fig. 2. Coupling relationship between TOUGHREACT, FLAC3D, and the interpolation
module.
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are delegated based upon dual-porosity poroelastic theory
[27–31]. The governing balance equations and their constitutive
counterparts are discussed below.

4.1. Conservation of momentum—solid

Mechanical equilibrium of the solid phase is governed by the
balance of linear momentum,

sij;j þ bi ¼ r _vi, (1)

where bi are the body forces per unit volume, _vi are the material
time derivatives of velocities, and sij,j represents the divergence of
the transpose of the Cauchy stress tensor. In an iterative
formulation, for static equilibrium of the medium, the momentum
balance becomes the common force equilibrium relation

sij;j ¼ #bi. (2)

The resulting unknowns can be related to each other through
any of several elastic or plastic constitutive relationships. We
begin with the case of an isotropic, elastic solid, thus introducing
the stress/strain constitutive relationship for a medium with two
distinct porosities (see dual-porosity discussion below), including
the effects of pore fluid pressure, p, and temperature, T (a
combined equation utilizing constitutive poroelasticity (e.g. [32],
Eq. 7.42), with thermoelastic response, and utilizing two distinct
pore fluid pressures as in Wilson and Aifantis [27]),

sij ¼ 2G!ij þ
2Gn

1# 2n !kkdij # ðað1Þp pþ að2Þp pÞdij # aT Tdij, (3)

where G is the shear modulus, v is the Poisson ratio, aðiÞp and aT are
the coupling coefficients for fluid and thermal effects for the (1)

fracture and (2) matrix, dij is the Kronecker delta, and the
linearized (‘‘small’’) strains are defined as the symmetric part of
the displacement gradient ui,j, i.e.,

!ij ¼ 1
2ðui;j þ uj;iÞ. (4)

Inserting Eq. (4) into Eq. (3) and the result into the equilibrium
equation, Eq. (2), yields the Navier equation for the displacements,
u

Grui þ
G

1# 2nuk;ki ¼ ðað1Þp p;i þ að2Þp p;iÞ þ aT T ;i # bi, (5)

4.2. Conservation of momentum, mass, and energy—fluid

Fluid, aqueous species, and energy are transported through the
system as defined by their respective mass and energy balances.
The master equation for these processes is given in integral form
as

d
dt

Z

V
MkdV ¼

Z

G
Fk & nþ

Z

V
qkdV , (6)

where the left-hand side represents the rate of accumulation of
the conserved quantity (Mk is mass of fluid, mineral mass, or
energy density) resulting from the arrival of the fluxes Fk, (of fluid,
mass, or energy) across the boundary, G, and complemented by
volume sources, qk, distributed over the nominal element volume,
V, for each component, k (gas, liquid, advected species, or heat). In
this discussion we have adopted (for clarity of coefficients)
standard tensor notation, where bold values represent first or
second order tensors. Eq. (6) may be transformed into its common
PDE counterpart through use of the divergence theorem

qMk
qt
¼ #r & Fk þ qk, (7)

where the mass, flux, and source terms must then be indepen-
dently determined for a given system.

Mass, or energy density, Mk, in Eq. (7) is defined for each
component, k, as the summation of the various contributions to
the component across all phases (subscripted l, g, s for liquid, gas,
or solid) as

Mk ¼ fSlrlXl þ fSgrgXg þ ð1# fÞrsXs, (8)

where S is phase saturation, r is density (or species concentra-
tion), f is porosity, and Xs,l,g is mass fraction (or internal energy).
Simplification then occurs for each calculation. The third term
disappears for fluid mass calculations (no solid phase present),
while the second and third terms are excluded from aqueous
species mass (species may be present within the liquid medium,
but not solid or gaseous).

Fluxes, F, in Eq. (7) are given by the summation across phases
(b ¼ l,g) of the advective and diffusive terms as

F ¼
X

b¼l;g

#Xbrb
kkr

b

mb
ðrpb # rbgÞ

 !
# lbrC, (9)

where the first term represents the contribution of advection
through consideration of the multiphase extension of Darcy’s law
for relative permeability, kr, intrinsic permeability vector, k,
dynamic viscosity, m, and, as before, r is density of fluid (or
concentration of species) and X is mass fraction for fluid transport,
specific enthalpy for heat flow, or unity for chemical calculations.
The second term represents diffusive transport as governed by the
laws of Fick and Fourier, and introduces conductivity, lb, and
gradient (of temperature or concentration), rC. This last diffusive
term is only present when calculating the flux of temperature or
concentration, and therefore disappears when calculating pure
liquid flux. For heat flow calculations, lb is thermal conductivity,
while for chemical flux lb ¼ rbtfSbDb with tortuosity, t, and
diffusion coefficient, Db. Note that a hydrodynamic dispersion
concept is not utilized in the classic Fickian sense. Instead,
TOUGHREACT utilizes the interaction of regions with differing
velocities (fracture and matrix in a dual-porosity construct) to
induce solute mixing [33]. In the case of mineral mass, the flux
term disappears (colloid transport is not considered).

The source term, qk, in Eq. (7) may be comprised of an injection
or withdrawal source or as an increase in species concentration
(or mineral mass) due to dissolution (or precipitation). A thermal
source may also arise due to a release of energy during chemical
reactions. This last case is not currently considered. Sources of
aqueous species and/or mineral mass are discussed in the
following.

4.3. Chemical precipitation/dissolution

A generalized rate law for precipitation/dissolution of a
mineral, m, is [34,35],

rm ¼ sgnðlogðQm=Ke
mÞÞk

c
mAmf ðaiÞ 1#

Qm

Ke
m

! "j####

####
n

, (10)

where kc is the rate constant, A is the specific mineral reactive
surface area per kg of H2O, Ke is the mineral/water equilibrium
constant, and Q is the ion activity product. The function f(ai)
represents some (inhibiting or catalyzing) dependence on the
activities of individual ions in solution such as H+ and OH# [36],
and sgnðQm=Ke

mÞ provides a direction of reaction: positive for
supersaturated precipitation. The exponential parameters, j and
n, indicate an experimental order of reaction, commonly assumed
to be unity. An additional term (multiplied by Eq. (10)) may also
be introduced to represent the dependency of reactive surface
area on liquid saturation [33]. Dependency of the rate constant
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may be handled, to a reasonable approximation [37], via the
Arrhenius expression,

kc ¼ kc
25 exp "

Ea

Ru

1
T
"

1
298:15

! "! "
, (11)

for the rate constant at 25 1C, k25, activation energy, Ea, and gas
constant, Ru.

In the case of amorphous silica an alternate expression may be
used following [38], where the precipitation rates reported in [39]
were observed to underestimate behavior in geothermal systems.
This new rate law, based upon experimental data for more
complex geothermal fluids, becomes, in a form modified in [40] to
approach zero as Q/K approaches one (i.e., as the system
approaches equilibrium)

rm ¼ sgnðlogðQm=Ke
mÞÞkmAmf ðaiÞ

Qm

Ke
m

! "m
"

Ke
m

Qm

! "2m#####

#####

n

. (12)

These are the formulations utilized in TOUGHREACT. Reactions
between aqueous species (homogeneous reactions) are assumed
to be at local equilibrium, and therefore governed by the
relationship between the concentrations of basis (primary)
species and their activities, partitioned by the stoichiometric
coefficients. This relationship is termed the law of mass action
(e.g. [34]). The assumption of local equilibrium greatly reduces the
number of chemical unknowns and ODEs (between primary and
secondary species), and is accurate to the extent that the true
reaction rates outpace the rate of fluid transport in a given system.
This is a correct assumption for most aqueous species [34] (and
flow systems), but less so for slower redox reactions [33,34]. In
TOUGHREACT, species activities are obtained from an extended
Debye–Hückel equation with parameters taken from [41].

5. Deformable dual-porosity material

To represent the pressure loading of a fully or nearly liquid
saturated system (particularly at high temperature and pressure
and with multi-component liquids) coupling of the above
formulation requires the undrained (instantaneous) response of
pore fluid pressure to mechanical loading in both the fracture and
matrix domains. Hydrologic considerations allow a timed pres-
sure-dissipation response throughout the fracture dominated
fluid system and between the fracture/matrix companionship
following undrained loading.

Classically, a dual-porosity material is represented as a porous
matrix partitioned into blocks by a mutually orthogonal fracture
network [42,43]. In this scenario, permeability is much higher
within the fracture network, thus allowing global flow to occur
primarily through the fractures, while the vast majority of storage
occurs within the higher porosity matrix (due to its larger global
fraction of the medium). Interchange of fluid and heat between
fractures and matrix, so-called ‘‘interporosity flow’’, is driven by
pressure or temperature gradients between the two domains.

Expansion of this classic two-domain interaction into ‘‘multi-
ple interacting continua’’ [44,45] allows the gradual evolution of
gradients between fracture and matrix through the existence of
one or more intermediate continua placed, mathematically, some
linear distance from the fracture domain. This development has
allowed for numerical approximations to more accurately repre-
sent the slow invasion of locally (to the fracture) altered pressures
and temperatures deeply into the matrix blocks, and introduced
dispersive mixing that arises at the interface of zones with
differing fluid velocities. While this multi-continuum methodol-
ogy may be adopted in TOUGHREACT to represent dual-perme-
ability fluid transport with uniformly constant stress fields in

time, we do not seek such an expansion with respect to a flow-
deformation response [46]. As such, a dual-porosity framework
with two interacting continua (fracture and matrix) is utilized in
this study, while a compatible poroelastic theory carries this
behavior into the mechanical domain.

5.1. Fluid pressure response

Extension of Biot’s poroelastic theory [47–50] to a dual-
porosity framework has been previously addressed [27–31,
46,51]. The methodologies presented in these works provide an
adequate framework for the phenomenological representation of
poroelastic coefficients capable of describing flow-deformation
response in such a medium.

Continuity of fluid mass is represented in a compressible
media as,

qz
qt
þr & F ¼ 0, (13)

where z is the increment of fluid content as in [52], and comprises
the relative motion between fluid and solid. Inserting Darcy’s law
for the flux term yields

qz
qt
"

k
mr

2p ¼ q. (14)

Biot’s [48] linear-poroelastic constitutive equivalence, for volu-
metric strain, e, is

e

z

 !
¼

1
K

1
H

1
H

1
R

0

BB@

1

CCA
s
p

 !
, (15)

where the coefficients 1/K, 1/H, and 1/R are the bulk drained
compressibility, poroelastic expansion, and specific storage,
respectively. Substituting

B ' "
dp
ds

####
z¼0
¼

R
H

, (16)

for the Skempton coefficient, a ' K=H, for the Biot–Willis
coefficient and

1
R
'
dz
dp

####
s¼0
¼

a
KB

, (17)

for the specific storage, condensing Eq. (15) to relate fluid content
to strain, and substituting its time derivative in Eq. (14),
establishes the flow condition for a single-porosity medium with
no fluid sources

a
BKu

_pþ a_e ¼ k
mr

2p, (18)

where we have utilized the relationship for undrained bulk
modulus,

Ku '
ds
de

####
z¼0
¼

K
1" aB

. (19)

Extending to a dual-porosity medium, we follow the same
procedure leading to the dual-porosity form of Eq. (5), where
Eq. (18) is modified to exhibit two separate fluid pressures
(for fracture and matrix) with flow between them governed by, in
its simplest form, an instantaneous pressure differential, Dp ¼
(p1"p2) [42], to obtain two continuity relationships [28],

kðiÞ

m r
2pðiÞ ¼

aðiÞ

K ðiÞu BðiÞ
_pðiÞ þ aðiÞ _eþ ð"1ÞigDp, (20)

where i is not a repetitive index, but represents the existence of
two separate equations for the matrix (i ¼ 1) and fracture (i ¼ 2),
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and g is the cross coupling coefficient for flow exchange between
the two domains [53]. Eq. (20) states that the divergence of fluid
flux for a given control volume must equal the rate of accumula-
tion within that volume, and is thus a statement of mass
conservation.

5.2. Dual-porosity load response

The general linear relation between strain, increment of fluid
content, total stress (s), and pore fluid pressure (p), simply
extends Eq. (15) to allow, again, for two separate fluid pressures
[31]

de

!dzð1Þ

!dzð2Þ

0

B@

1

CA ¼
c11c12c13

c21c22c23

c31c32c33

0

B@

1

CA
!ds
!dpð1Þ

!dpð2Þ

0

B@

1

CA, (21)

where the superscripts refer to the (1) matrix and (2) fracture
domains. The single porosity coefficients of Biot are no longer
applicable, and are replaced by the uknown coupling coefficients,
cij, that may be designated via a phenomenological deconstruction
similar to that of Biot and Willis [52]. The coefficient matrix can
be shown to be symmetric [31] by the Betti reciprocal theorem.
Performing manipulations of the above equation through isolation
of independent components (i.e. long-time versus short-time
limits) allows determination of the central coefficients (see
detailed procedure in [31,30]).

Herein we assume that c23 ¼ c32 ¼ 0 [31], which differs slightly
from the procedure of [27,28,30]. Examination of Eq. (21) shows
that this assumption implies the following: an undrained
application of stress that influences a change in fluid content for
the fracture domain does so through modification of fracture fluid
pressure, and does not influence that of the matrix. The reverse is
also true, with the overall implication being, see discussion in
Berryman and Wang [31], that in the undrained limit the matrix
and fracture domains are completely separate. This can be
considered a justification for a dual-porosity approach [31].

In our analysis, the purpose of dual-porosity elasticity is to
attain Skempton coefficients representing both the fracture and
matrix domains

dpð1Þ ¼ Bð1Þds ¼ ! c12

c22
ds

dpð2Þ ¼ Bð2Þds ¼ ! c13

c33
ds, (22)

which represent the undrained (dz ¼ 0) build in pore fluid
pressure in each domain for a given change in stress as provided
by FLAC3D. Relationships to calculate these two Skempton
coefficients are provided in Table 2 of [31]. For this procedure,
we choose as the known coefficients K(1), K, Ks

(1), and Kf, where Ks

is the solid grain modulus (in a microhomogeneous medium [54])
and the fluid bulk modulus,

1
Kf
%

1
V
dV
dp

!!!!
T

, (23)

is calculated in the interpolation module as a function of position,
temperature, and pressure utilizing the IAPWS steam table
equations [25]. For a complete reconstruction of the individual
relations required to represent the dual-porosity poroelastic
response, refer to [31,51].

5.3. Effect on the global mass balance

Injection of fluid mass into TOUGHREACT in the form of fluid
pressure violates conservation of mass by an amount proportional
to the compressibility of the local fluids. A change in pressure by

this procedure necessitates a change in local fluid volume, and
therefore appearing or disappearing mass. However, when the
local element is fully saturated, a stiff fluid will not significantly
respond (volumetrically) to stress induced pressure changes,
while for unsaturated media even a significant volumetric
response will not in general dictate a noticeable change in mass.
Nonetheless, we err on the side of safety and correct for this
discrepancy with a recast of Eq. (23),

dV ¼
1
Kf

Vdp

!!!!
T

, (24)

which indicates the volume (or mass) error due to an increase in
pressure, dp (at a given temperature). To correct for potential mass
loss, we alter elemental volumes (physically reduce the volume
of the mesh element) within TOUGHREACT by this amount (in an
integral finite difference formulation, this does not require the
alteration of geometric coordinates). In our simulations, including
both single and multiphase flow with water/steam phase changes
occurring, we have not detected total system mass losses greater
than &0.01% of total system mass.

6. Undrained fluid/mechanical response

We now examine the error that our formulation introduces to
the fluid-mechanical coupling. Excluding constitutive approxima-
tions, error may be introduced into the coupling procedure as it
has been described up to this point in two primary ways: explicit
time step size, and the equilibration step between a stress change
and its undrained pressure response (Fig. 3).

The first is a direct byproduct of explicit coupling, insomuch
as an increase in time step (length of the TOUGHREACT fluid
step between each mechanical equilibration), allows a greater
amount of fluid pressure to diffuse between each mechanical
equilibration, introducing error proportional to the fluid diffusiv-
ity and inversely proportional to the rate of mechanical change
(not the amount of mechanical change per timestep, ds, which
implies proportionality to error, but the rate of change per unit
time (ds/dt), implying inverse proportionality).

The second form of error, shown in Fig. 3, is due to the nature
of the undrained pressure response, which may not be fully
accommodated by a single stress equilibrium step. In other words,
at a given time step a fixed pressure field enters FLAC3D and
is accommodated by a calculated stress distribution. This stress
distribution induces a modification of the previously fixed
pressure field, and this new pressure field may, in turn, produce
a redistribution of the stress field whether or not any fluid is
allowed to diffuse (within TOUGHREACT). A number of steps may
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Fig. 3. Relationship between coupling methodologies. Interior looping may occur
over n steps (at fixed time, t ¼ tk) to equilibrate the response of stress to an
undrained increase in pressure. Alternatively, this inter-looping may be excluded
in favor of a ‘‘leapfrog’’ method, where a single stress equilibration (run of FLAC3D)
is conducted per time step.

J. Taron et al. / International Journal of Rock Mechanics & Mining Sciences 46 (2009) 842–854 847



Author's personal copy

be required to find the true equilibrium magnitude of stress and
pressure, which tends to asymptote at a value higher than is
suggested by a single equilibration step. This is not necessarily a
Mandel-Cryer type effect [55,56], which is a real occurrence and
would require the action of a diffusing fluid pressure and
redistribution of stresses around the diffusing magnitudes
(although the behavior is comparable). The case where FLAC3D is
run once per explicit time step (single equilibration step) is
referred to herein as the ‘‘leapfrog method’’ (Fig. 3). Each of these
possible error sources (1explicit time step and 2leapfrog versus
pÐ s iteration) requires further examination, which conse-
quently leads to validation of the undrained fluid-mechanical
coupling.

6.1. Fluid-mechanical couple: instantaneous loading

In one dimension, we may examine the accuracy of the fluid-
mechanical coupling in comparison to the classical fluid diffusion
equation of hydrogeology (e.g. [57]),

qp
qt
" cf

q2p
qz2
¼ 0, (25)

which is a specific poroelastic result of Eqs. (14) and (15)
restricted to a one-dimensional column of soil (or rock) under
constant applied vertical stress [58], and gives its form to the
analytical solution for heat flow [59, p. 96]

pðz; tÞ ¼
4p0

p
X1

m¼0

1
2mþ 1

expð"c2cf tÞ sinðczÞ, (26)

where C ¼ ð2mþ 1Þp=2L, and p0 ¼ B(v)s0 is the initial undrained
pressure response to the applied vertical stress (s0). The one-
dimensional Skempton coefficient (‘‘loading efficiency’’ in [58]) is
given by

BðvÞ ¼ "
Bð1þ vuÞ
3ð1" vuÞ

, (27)

for the Skempton coefficient, B, and undrained Poisson ratio, vu.
This is the canonical consolidation problem of a one-dimensional
column of soil subjected to a constant vertical stress applied at
t ¼ 0+ to the top of the column, with fluid pressure allowed to
drain freely from the point of applied stress. A similar solution is
available for column displacement u (e.g. [48,58]),

q2u
qz2
¼ cm

qp
qz

, (28)

for Geertsma’s [60] uniaxial expansion coefficient (consolidation
coefficient), cm ' a=K ðvÞ, with uniaxial bulk modulus, K(v) ¼ K+4G/3.
Under the same boundary conditions as above, the analytical
solution is [58]

Duðz; tÞ ¼ cmp0 ðL" zÞ "
8L

p2

X1

m¼0

1

ð2mþ 1Þ2
expð"C2cf tÞ cosðCzÞ

" #
,

(29)

with definitions the same as for Eq. (26), and the instantaneous
displacement at the time of stress application u(z,0+) ¼ s0(L"z)/
Ku

(v), for the undrained unaxial bulk modulus,

K ðvÞu ¼
Kuð1þ vuÞ
3ð1" vuÞ

. (30)

All undrained parameters approach their drained counterparts as
fluid compressibility becomes large, or fluid saturation ap-
proaches zero.

Results of a TOUGHREACT-FLAC3D simulation mimicking these
boundary conditions are presented against these analytical
solutions in Fig. 4. A column of porous rock (E ¼ 13 GPa,

v ¼ 0.22) with displacements constrained laterally and pore
pressure initially zero, is subjected to an applied vertical load,
s0 ¼ 50 MPa, at t ¼ 0+, and pressure is allowed to drain freely from
the top of the column only. Time step was chosen large enough to
illustrate the error incorporated in very early times (near the time
of undrained loading) due to the leapfrog method of simulation
(Fig. 3).

Pressure builds up (and elastic displacement decreases) in the
early stages as the model cycles between stress equilibration
and undrained pressure response (leapfrog artifact). Following the
instantaneous loading period (50 MPa applied over one time step)
numerical results overlay nearly identically the analytical solution
as pressure diffuses and stress accommodates the pressure
reduction. A slightly greater error occurs at points nearest the
free draining surface (left-most curve in Fig. 4A) due to the explicit
time step size, where a greater rate of fluid diffusion allows the
fluid to move greater distances before being accommodated by a
mechanical response.

6.2. Fluid-mechanical couple: constant loading rate

In light of Fig. 4, it is of interest to examine more precisely the
error that arises while the sample is being loaded. To do so, we
wish to utilize the same geometry, but apply the load gradually
over a finite loading period at a given loading rate, ds0/dt (rate of
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Fig. 4. Comparison of TOUGHREACT-FLAC3D fluid-mechanical coupling simulation
versus analytical results in one dimension: (A) normalized (p0 ¼ p(z,0) ¼ B(v)s0)
pressure diffusion response versus diffusive time (tD ¼ ct/L2); (B) normalized
(u1 ¼ uð0;1Þ ¼ s0L=K ðvÞ) displacement response versus diffusive time.
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increase of applied load at the top of the column per unit time).
Here, we maintain the one-dimensional form, but alter the
governing diffusion equation (25) to accommodate a constant
loading rate [58]:

1
cf

qp
qt
!
q2p
qz2
¼

cmm
k

ds0

dt
, (31)

with the series solution adjusted so that, as above, the free
draining boundary is at z ¼ 0 [59, p. 130],

pðz; tÞ ¼
cmds0

dt
L2m
2k

1!
ðL! zÞ2

L2
!

32
p3

X1

m¼0

ð!1Þm

ð2mþ 1Þ3

 

& expð!C2cf tÞ cosðCðL! zÞÞ

!

. (32)

Results of the gradual loading analysis are presented in Fig. 5.
Loading rate refers to the rate of increase of applied load at the top
of the column per unit time. The amount of load change per
iteration (ds0) is a function of the time step (dt), so that a smaller
load change is experienced per iteration as the time step is
decreased. Time steps were chosen for A and B such that
ds0 ¼ (ds0/dt)&dt is the same magnitude in each case. From
the figure, two primary conclusions are apparent. Firstly, at
the slowest loading rate (Fig. 5A) and smallest time step
(and correspondingly smallest value of ds0) there is no difference
between the leapfrog approach and a simulation with additional
pÐ s iteration (inter-looping), proving the intuitive result that
small explicit time steps remove the need for inter-looping. In this

case, if the time step is too large to capture the fluid-mechanical
coupling, then inter-looping has little effect because more error is
introduced by the fluid-mechanical couple than by the leapfrog
method (evidenced by the fact that the dashed lines do not
improve in accuracy over their corresponding solid lines).
Secondly, a faster loading rate (Fig. 5B) results in greater error
due to the leapfrog method, but lesser error due to the explicit
time step size (evidenced by the relative accuracy of all three
dashed lines). In other words, mechanical change (loading) is
faster relative to fluid diffusion, and so the explicit time step size
may be larger and still accommodate the fluid-mechanical
coupling because less frequent mechanical equilibration is
required to keep up with the relatively slower fluid diffusion.
However, precisely because the loading rate is faster, greater error
will result due to the non-iterative equilibration of stress and
pressure. Therefore, a larger time step is viable, but only with
inter-looping. In any case, the system may be accurately
represented with the proper selection of time step and iterative
method for a given rate of mechanical change, and at the slower
loading rate (likely closer to those that might be seen in natural
systems) the leapfrog method is sufficient provided that the
explicit time step is reasonably small. For now, experimentation is
required to guarantee accurate coupling.

7. THMC mediated aperture/permeability change

Having now examined the fluid-mechanical mechanism, we
proceed to introduce further complexities that surround chemical
behavior. And, because constitutive behavior in a geological
system is generally non-linear, responses mediated by stress,
fluid pressure, temperature, and chemical potential often require
empirical examination. Notably, permeability of the system
may change by orders of magnitude in response to changes
in effective stress. In the following, we describe changes in
permeability resulting from both stress and chemical effects,
utilizing the empirical relationship proposed in [61]. That
relationship is further developed herein to accommodate
unloading of fracture asperities in a manner that suggests
fracture gaping may occur only through mechanical means
(or by thermal contribution to the stress field). Section 7.1
presents the governing loading equations as found in [61],
whereas Section 7.2 illustrates an unloading construct similar to
that used in [61], but where unloading is allowed to occur only
through mechanical means.

7.1. Loading behavior

Hydraulic aperture of a fracture under an applied effective
stress, s0, may be defined empirically as [3]

bm ¼ br
m þ ðb

0 ! br
mÞ expð!os0Þ, (33)

where bm is the hydraulic aperture (subscripted m indicating
changes due solely to mechanical effects), b0 is the aperture under
no mechanical stress, br

m is the residual aperture at maximum
mechanical loading and o is a constant that defines the non-
linear stiffness of the fracture.

The dissolution of bridging asperities may also reduce the
effective aperture of the fracture. These ‘‘chemical’’ effects may be
accommodated in the relationship for fracture aperture in a form
that includes the mechanical compaction process of Eq. (33) and
pressure solution-type dissolution of contacting asperities, where
we have substituted bmax

m ¼ b0 ! br
m as the maximum possible

mechanical closure [61]

bmc ¼ br
m þ fb

r
m ! br

c þ bmax
m expð!os0Þg ( expð!s0ðb! w=TÞÞ, (34)
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Fig. 5. Error (compared to analytical solution) in undrained pore pressure
response for constant loading rate of one-dimensional vertical column for (A)
slower loading rate (ds0/dt ¼ 5.0&104) and (B) faster loading rate (ds0/
dt ¼ 5.0&105). ‘‘Leapfrog’’ method of simulation is solid gray line with data
points. Additional inter-looping method is dashed black line.
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where T is temperature and the empirical constants b and
w define the chemical compaction process. The subscripted c
represents changes due to chemical effects and br

c is the
residual aperture at maximum chemical loading. Buried within
these two constants (see [61]) is the critical stress [61, modified
from 62,63],

sc ¼
Emð1# T=TmÞ

4Vm
, (35)

where Em is the heat of fusion, Tm is the temperature of fusion, and
Vm is the molar volume of the mineral comprising the fracture
asperity. Dissolution of the contacting asperity will progress
where the local asperity stress exceeds this critical stress that
represents both the chemical and mechanical potential of the
contact.

Permeability is evaluated for an orthogonal set of persistent
fractures of spacing s, from the cubic law, [64,65] k ¼ b3/12 s. Note
that Eq. (34) represents equilibrium behavior, where chemically
mediated changes have run to completion (i.e., it is a thermo-
dynamic, not a kinetic relationship).

7.2. Unloading behavior

The above constitutive relationship governs aperture closure
under conditions of thermal/mechanical loading due to the effects
of mechanical deformation (Eq. (33)) and chemical alteration
including mechanical deformation (Eq. (34)). If utilized in its
entirety and without memory of any previous mechanical/thermal
state, this represents the case of complete reversibility. However,
aperture closure should not be viewed as completely reversible or
irreversible, but as a mechanism that is dependent on the initial
stress state and subsequent loading, as well as one that maintains
memory of some attained stress magnitude and a subsequent
unloading period.

For instance, subsurface storage of radioactive waste is
characterized by a loading period during which temperature
steadily increases and fracture apertures correspondingly de-
crease, followed by a period of sustained cooling towards the
background state, implying a reversal of this process (fracture
gaping). Alternatively, geothermal reservoirs are largely charac-
terized by unloading behavior, where the maximum stress/
temperature condition is the in-situ state of the fractured mass,
and the injection of cooler circulation fluids causes unloading
from this in-situ state. It is of some interest to determine the
precise behavior of such an unloading period and its beginning
transition.

The mechanical component of fracture closure is not
a completely reversible process, but exhibits hysteresis as
governed by both the elastic and plastic properties of
the contacting asperities. Furthermore, while chemical behaviors
may contribute to permeability increases through the action
of thermodynamically governed dissolution, pressure solution
type mechanisms as discussed above are incapable of
inducing gaping of the fracture during an unloading stage
(barring the inclusion of ‘‘force of crystallization’’ processes,
pressure solution is irreversible). Therefore, it is apparent
that an additional term is needed to describe the reversible
portion of mechanical closure, while excluding the possibility
of chemical reversibility. In this aim, we follow a procedure
similar to that of Min et al. [61] to develop an unloading
relationship, but maintain a reversibility that is due purely to
mechanical effects.

In the simplest formulation, this need may be addressed
through a mechanical recovery ratio, Rm, that governs the degree
of elastic reversibility, and is defined as the ratio of the potential
unloading mechanical aperture change, bmax

mðuÞ, to the maximum

potential loading mechanical aperture change, bmax
m , as

Rm ¼
bmax

mðuÞ

bmax
m

. (36)

It is first necessary to examine the case of a mass unloaded from a
state of infinite stress with the unloading version of Eq. (33)

bmðuÞ ¼ br
m þ bmax

mðuÞ expð#os0Þ, (37)

or, from the definition of recovery ratio

bmðuÞ ¼ br
m þ Rmbmax

m expð#os0Þ. (38)

However, the unloading process is dependent on the maximum
loading stress (initial unloading stress). The difference in aperture
between this maximum loading stress and some unloaded state is,
utilizing Eq. (38),

DbmðuÞ ¼ Rmbmax
m expð#osðuÞ 0Þ # Rmbmax

m expð#osmax
0Þ, (39)

with the maximum (prior to unloading) effective stress
smax

04s(u)
0, for any subsequent unloading effective stress, s(u)

0.
This inequality states that load cycling is not considered. The
unloaded aperture is then comprised of the difference between
this change and the fully loaded aperture, bf:

bmðuÞ ¼ bf þDbmðuÞ. (40)

In the case of mechanical loading and unloading, the aperture at
maximum loading stress, bf, is equivalent to the final loaded
aperture, bm(smax

0), and so the unloading aperture is obtained by
substituting Eq. (33) in Eq. (40). However, we are seeking the
relationship for a fracture that has been chemically and mechani-
cally loaded, and then unloaded along a path defined by the
recoverable portion of mechanical loading. Therefore, substituting
bf ¼ bmc(smax

0) and inserting Eq. (39) into Eq. (40) and simplifying
yields

bmðuÞ ¼ bmcðsmax
0ÞÞ þ Rmbmax

m fexpð#osðuÞ 0Þ # expð#osmax
0Þg, (41)

where bmc(smax
0) is Eq. (34) evaluated at s0 ¼ smax

0. This relation-
ship defines the aperture at a stress magnitude lower than and
obtained a posteriori the fully loaded state. Eqs. (34) and (41) then
fully define the loading and unloading cycle, respectively, of a
fractured mass. The required empirical parameters are shown in
Table 1. Parameters were obtained through a comparison with
experimental results introduced in the heated block test of Terra
Tek [66], where the aperture was monitored during a complete
loading and unloading cycle in-situ, on a 2&2 m cube of granitic
gneiss subjected to stresses supplied by flatjacks with tempera-
ture alteration via borehole heaters. The original experimental
results of Hardin et al. [66] are shown in Fig. 6, alongside
theoretical reproduction of this behavior calculated with Eqs. (34)
and (41). In the figure, loading begins at point 9 (and is isothermal
for the first three data points) and continues until point 16
(non-isothermally), before being unloaded to the initial state at
point 21. Hardin et al. also performed two intermediate load/
unload cycles at points 13 and 16. These two intermediate cycles
are not considered here, and the analytical solution is incapable of
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Table 1
Parameters of the permeability constitutive relationship as utilized in Fig. 6.

Parameter Fitted value

Residual mechanical aperture, br
m (mm) 6.0

Residual chemical aperture, br
c (mm) 3.0

Constant in aperture relationship, b 1.00
Constant in aperture relationship, w 345
Stiffness coefficient (1/MPa) 0.375
Mechanical recovery ratio, Rm 0.8
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representing them. Agreement between the two data sets is
satisfactory for the primary points of interest (intermediate
loading/unloading cycling is not considered), excluding point 19,
where unloading aperture cannot be reproduced with the given
analytical model (which is purely mechanical and does not
undergo unloading with decreasing temperature unless the stress
field is altered).

7.3. Force of crystallization

Chemical precipitation is commonly assumed to cause a
reduction in fracture aperture due to a buildup of deposited
species along the fracture face. Contrary to this assumption is the
concept of ‘‘force of crystallization’’, dating back to 1896 with the
work of Dunn [67] and 1920 with Tabor [68], with a phenomen-
ological model presented by Weyl [8]. Force of crystallization
operates analogously and inversely to pressure solution where,
instead of relieving fracture stress through dissolution at asperity
contacts, if the fluid is sufficiently super saturated mineral
precipitation and crystal growth may exert pressure at contact
points and lead to physical gaping of the fracture. Further
discussion of the mechanism is available in the literature (e.g.
[69–71]). While we do not, in a fundamental sense, implicitly
consider the impact of this process in our model, the current logic
is capable of accommodating this effect in a straightforward
manner—should solution concentrations be sufficiently super
saturated. The phenomenological relationship for pressure solu-
tion that we utilize is able to adequately match the laboratory
studies on which it is based, all of which involve significantly
under saturated fluids only.

8. THC mediated porosity/permeability change

Thermo–chemical induced changes in permeability may be
referenced to precipitation/dissolution behaviors along the con-
tinuum fracture and matrix domains. Here, aperture changes are

caused by the addition or removal of mineral components from
the walls of (at the scale of these investigations) an assumed
uniform fracture face, or an isotropic porous volume fraction. This
is not precisely ‘‘free face dissolution’’ (which implies contribution
of strain energy to thermodynamic dissolution), but a purely
chemically driven process governed by the rates of reaction as
previously discussed. In the following, we assume that processes
of this type may act independently from pressure solution over a
single time step, thus enabling them to be additive over that time
step. This does not indicate process independence, which would
allow chemical analyses to be conducted separately of TM or of
TMC without loss of accuracy. These processes are still strongly
dependent on one another outside of a time step. For example,
changes in permeability from pressure solution (or chemical
precipitation/dissolution) will alter the flow characteristics and
residence times of circulating fluids, thus modifying thermal
transport. Changes in local temperature in this manner alter the
stress field and modify chemical reaction rates. Modified reaction
rates and residence times influence the characteristics of chemical
reaction, while modified temperature and stress influence
pressure solution and thermal gaping.

Changes in fracture aperture due to THC behavior are
accommodated via the chemical precipitation behavior incorpo-
rated in TOUGHREACT. Addition or removal of mineral mass from
the continuum system results in a change in fracture or matrix
porosity within a nominal element volume, as given by the overall
change in the volume of minerals present by [40,72],

f ¼ 1"
XN

m¼1

f rx
m " f u, (42)

where frx is the volume fraction of mineral m in the surrounding
rock vmineral/vmedium, and fu is the volume fraction of the non-
reactive surrounding rock. Relations between fracture porosity
and permeability are provided in the literature. One such
possibility is a simple cubic relationship [34]:

k ¼ ki
f
fi

! "3

, (43)

where the subscript, i, refers to an initial property and k, and f are
permeability and porosity, respectively. While several such
relations may be implemented from within TOUGHREACT, it is
necessary in our case to calculate permeability changes externally
in order to operate multiple mechanisms simultaneously. Com-
patibility between the permeability change due to this behavior
and that of pressure solution can be indexed to the change in
fracture aperture by, as before, b ¼

ffiffiffiffiffiffiffiffiffiffiffi
12ks3
p

. Aperture change via
this mechanism is then assumed additive to the THMC aperture
reductions associated with pressure solution driven compaction.

Several options also exist for the relationship between matrix
porosity and permeability. One such possibility is the Carman–
Kozeny equation [73],

k ¼ ki
ð1" fiÞ

2

ð1" fÞ2
f
fi

! "3

, (44)

where all parameters are as previously defined, although matrix
permeability is likely an insignificant contributor (in many cases)
to overall system behavior.

9. Chemical strain and stress

Modifications in fracture aperture necessarily lead to changes
in the local stress field. However, because FLAC3D uses grid point
displacements to calculate strains, see Eq. (4), and does not store
values of strain, no provision is available to input strains due to
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Fig. 6. Comparison of the analytical results of Eqs. (34) and (41) against
experimental results of [66]. Experimental results are shown as black dashed line
with solid data points. Gray solid line with hollow data points is the analytical
solution. Each data point is numbered to correspond with the original data points
of [66].
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aperture change and subsequently convert them into gridpoint
displacements. An alternative method is needed.

For equally spaced orthogonal fractures, the impact of a change
in aperture on local linear strain (unidirectional from a single
fracture) is represented by

!CH ¼
Db
s

, (45)

where s is fracture spacing and the subscript CH refers to the
‘‘chemical strain’’ component of total strain owing to aperture
change. In the usual manner, total strain, e, can be spectrally
decomposed into components due to mechanical, M, chemical, CH,
and thermal, T, behaviors as, ! ¼ !M þ !T þ !CH . Considering only
thermal and chemical effects, the thermal/chemical strain is
!TC ¼ !T þ A, where A is some constant representing the chemical
portion. At incremental equilibrium we have !TC ¼ aTDT þ A
which, upon rearranging, becomes

!TC ¼ DT aT þ
A
DT

! "
, (46)

where A ¼ Db/s. This relationship provides a method to accom-
modate chemical strain by altering the coefficient of thermal
expansion, aT, in FLAC3D at all nominal element volumes for
respective aperture changes, and, as desired, maintains a non-
linear dependence on temperature. However, because the function
is undefined for temperature changes approaching zero, care
should be taken in its application. In physical systems where
aperture change, which is a strong function of the effective stress
field, is dominated by thermal stress, such as geothermal systems,
such strains will be tracked appropriately, but in systems that are
nearly isothermal this method will be ineffective in transferring
information to the mechanical system (which may or may not be
necessary, as isothermal systems are unlikely to experience
chemical strain to the same degree).

9.1. Chemical strain in cyclic loading

Chemical strain is defined here as thermo-chemo-mechani-
cally irreversible reduction in fracture aperture that results in a
relaxation of stress in the surrounding rock. As illustrated in Fig. 1,
this process is proposed to be of significant importance in
fractured reservoirs and replicating it one of the primary goals
of THMC modeling. To examine this process, we consider the case
of a liquid saturated, high temperature and pressure fractured
mass subjected to a complete cycle of thermal loading and
unloading (Fig. 7). The model is a pseudo three-dimensional mass
(unit width in the z-direction, discretized in x and y) with zero-
displacement boundaries and initially at a uniform temperature of

80 1C, and s0 ¼ 20.8 MPa. A high temperature (120 1C) and
pressure (2 MPa above in-situ) source is placed at one end of the
geometry (x ¼ 0, y ¼ L/2) with a low pressure source (2 MPa
below in-situ) at the opposing end (x ¼ L, y ¼ L/2), allowing the
thermal source to translate across the geometry with the fluid
pressure gradient. After thermal breakthrough to the injection
temperature, the temperature source is reversed to 80 1C, so that
the mass then gradually declines to its initial temperature state.
Progress is monitored at the central coordinate (x ¼ L/2, y ¼ L/2),
and the results of temperature and aperture change versus stress
at this location are displayed.

In the figure we present four cases incorporating different
assumptions of response, which may be compared to the
conceptual representation of Fig. 1. Fig. 7A is the baseline case,
with completely reversible permeability change (Eq. (34) only),
and no feedback of this chemical strain on the stress field (Eq. (46)
not used). Fig. 7B represents the case of complete permeability
constitutive treatment (Eqs. (34) and (41)) and includes feedback
on stress field (Eq. (46)). Fig. 7C maintains full permeability
constitutive treatment (as in 7b), but this time does not include
feedback on stress (Eq. (47) not used). Finally, Fig. 7D considers
complete reversibility (as in 8a), but this time includes feedback
on the stress field (Eq. (47)).

The non-linear dependence of aperture on the temperature/
stress field is evident, as is the non-linear dependence of stress on
temperature that results from the feedback of chemical strain on
the stress field. Two-dominant impacts on the system, hysteretic
in nature, are visible by comparing the initial, ambient system
with the final, ambient system. Importantly, when the system
returns to its initial state, there has been an irreversible reduction
in the stress field as well as an irreversible decrease in
permeability. Neither of these occurrences, intuitively operative
and significant in natural systems, may be represented without
the inclusion of thermal, hydrologic, mechanical, and chemical
processes.

10. Conclusions

A coupled THMC simulator has been developed with the
capability of reproducing the undrained loading behavior of a
fractured rock mass. Reactive transport has been included in
the model via the equilibrium behavior of aqueous species
(homogeneous reactions) and through kinetic considerations of
mineral precipitation and dissolution. From multi-continuum
hydrogeologic analysis, multi-phase fluid behavior is coupled
to the mechanical response in one continuum via dual-
porosity poroelasticity and thermodynamically controlled fluid
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Fig. 7. Thermal loading/unloading cycle examining the effects of chemical strain. Parameters: E ¼ 13 GPa, v ¼ 0.22, aT ¼ 12#10$6/K.
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compressibility. Permeability of the mass is followed with a new
constitutive relationship representing thermal loading and un-
loading behavior: Closure of the fracture is controlled by thermal-
elastic compaction and the dissolution of stress-concentrated
asperities, while dilation occurs via thermal-hydraulic stress
relaxation. Bulk permeability is also modified by the precipita-
tion/dissolution kinetics of mineral species. The explicit coupling
between THC and M behaviors is shown to reproduce the rapid
response of a loaded mass. Additional couplings have also been
explored, and a subsequent paper [1] examines the strength of
coupling between THMC mechanisms as well as the application of
this model to an EGS scenario.

Chemical strain is accommodated by the permeability con-
stitutive relationship, and its impact on the stress field of a
geologic environment is illustrated. For the first time, we present
geologic scale numerical results illustrating the conceptual model
that thermal loading may lead to an irreversible reduction in
aperture and stress, so that the in-situ system may be completely
altered by a cycle of loading.
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SUMMARY

A numerical model is presented to describe the evolution of fracture aperture (and related permeability)
mediated by the competing chemical processes of pressure solution and free-face dissolution/precipitation;
pressure (dis)solution and precipitation effect net-reduction in aperture and free-face dissolution effects net-
increase. These processes are incorporated to examine coupled thermo-hydro-mechano-chemo responses
during a flow-through experiment, and applied to reckon the effect of forced fluid injection within rock
fractures at geothermal and petroleum sites. The model accommodates advection-dominant transport
systems by employing the Lagrangian–Eulerian method. This enables changes in aperture and solute
concentration within a fracture to be followed with time for arbitrary driving effective stresses, fluid and
rock temperatures, and fluid flow rates. This allows a systematic evaluation of evolving linked mechanical
and chemical processes. Changes in fracture aperture and solute concentration tracked within a well-
constrained flow-through test completed on a natural fracture in novaculite (Earth Planet. Sci. Lett. 2006,
in press) are compared with the distributed parameter model. These results show relatively good
agreement, excepting an enigmatic abrupt reduction in fracture aperture in the early experimental period,
suggesting that other mechanisms such as mechanical creep and clogging induced by unanticipated local
precipitation need to be quantified and incorporated. The model is applied to examine the evolution in
fracture permeability for different inlet conditions, including localized (rather than distributed) injection.
Predictions show the evolution of preferential flow paths driven by dissolution, and also define the sense of
permeability evolution at field scale. Copyright # 2006 John Wiley & Sons, Ltd.

KEY WORDS: fracture permeability; Lagrangian–Eulerian method; dissolution

1. INTRODUCTION

Coupled thermal–hydraulic–mechanical–chemical (THMC) processes exert significant influence
in controlling the evolution of the mechanical and transport properties for fractured rocks. The
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competition between agents that reduce porosity (grain interpenetration, compaction,
pressure solution, and precipitation) and those that generate porosity (dilation and free-face
dissolution) control the rates, magnitudes, and sense of permeability modification,
strength gain, and change in stiffness. In turn, these processes are important in defining the
evolution of porosity and permeability in subsiding basins, in geothermal and petroleum
reservoirs, and around repositories for the entombment of radioactive wastes, and in defining
rates and magnitudes of strength gain that impact recurrence times and magnitudes of
earthquakes.

To better understand the effects of temperature, stress, and fluid chemistry on the evolution of
fracture permeability, only a limited number of experiments have been conducted under
hydrothermal conditions, indicating the conflicting predictions on evolution in fracture
permeability; sealing, gaping, or spontaneous switching between sealing and gaping is observed
to result from net dissolution or precipitation within a fracture. Dissolution-driven sealing,
likely resulting from dissolution beneath propping asperities in contact, is reported for natural
and artificial fractures at elevated temperatures ð> 3008CÞ in sandstone [1, 2], in granite [3], and
in quartz [4], and at modest temperatures (50–1508CÞ in tuff [5] and in novaculite [6]. These are
supplemented by results at both high confining stress ð> 150MPaÞ in granite [7] and at low stress
(0.2MPa) in marble where an acidic permeant is circulated [8]. Conversely, precipitation-driven
sealing is observed in tuff at a range of temperatures [9]. Gaping is observed in hydrocarbon
reservoir rocks [10, 11], and spontaneous or induced switching from sealing to gaping is reported
at ambient temperatures ð208CÞ in limestone [12] and at modest temperatures (20–1208CÞ in
novaculite [13]. These limited studies on fractures provide no conclusive view of the effects
controlling the evolution of the transport properties, and the evolving rates and magnitudes of
fracture permeability driven by interaction between the mechanical and chemical processes
remain poorly constrained.

Modelling studies are an important supplement to experimental observations of the evolution
in the transport properties of fractures under hydrothermal conditions. Such studies allow
complexly interacting processes to be unraveled, to explain counter-intuitive results. These
models must incorporate the interactions of reactive mass transport and mechanical effects, with
these approaches complicated where flows are advection dominant}as they may be for flows in
fractures. Difficulties result in accurately solving using numerical methods where flows are
dominated by advective transport since numerical oscillation may result for Eulerian
approaches where local Peclet numbers are large. To circumvent this problem, a variety of
numerical treatments may be employed; the easiest involving a reduction in the spatial element
(or grid) size. However, for very large velocities, this treatment is not always practical, due to the
requisite large number of elements. For purely advective flows, Eulerian methods are
intrinsically unstable, and erroneous oscillations may not be removed. Upstream-weighted
finite element (FEM) and finite difference (FDM) methods may enable oscillations to be
eliminated for high Peclet numbers, but these methods may generate artificial or numerical
dispersion, resulting from their incapacity to preserve the sharpness of the front (or steep
concentration gradients). An alternative to these flawed methods is the mixed Lagrangian–
Eulerian approach [14–16] that overcomes many of the innate problems in high velocity flows.
This method accommodates the advection term through a Lagrangian approach}the advective
component is solved by tracking particles along characteristic pathlines, with all other terms in
the solute-transport equation solved from an Eulerian viewpoint on a grid fixed in space. This
method has the advantage that numerical oscillations and artificial dispersion are automatically
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damped, and the procedure may continuously handle problems with mesh Courant numbers in
excess of unity.

In this study, a Lagrangian–Eulerian algorithm is presented to follow the progress of
evolution in permeability when a fracture is subjected to chemical dissolution by circulating
hydrothermal fluids. Notably, our focuses are in examining the chemical processes that
significantly influence the evolution in fracture permeability and in accommodating evolving
advection-dominant transport problems. To demonstrate capability and validity of the model,
predictions are compared with a companion flow-through experiment conducted on a stressed
natural fracture in novaculite (> 99:5% quartz) [13].

2. MODEL DESCRIPTION

A numerical model is developed to describe the stress- and temperature-dependent evolution in
aperture (permeability) within a single fracture mediated by chemical dissolution. This model
accommodates solution for fluid flow and solute transport processes under advection-dominant
conditions. The virtual fracture is constructed using the exact topography of two rough surfaces
in contact, which have been previously profiled in 3-D [17]. From this prescribed initial aperture
distribution within the fracture, and assuming steady conditions, the fluid velocity field is
calculated from the Reynolds approximation. The local rate of dissolution/precipitation
throughout the whole fracture domain is then determined, and the updated concentration
distribution is obtained. Subsequently, the new aperture distribution resulting from chemical
reaction is updated, and the final concentration distribution is obtained by solving the
advection–diffusion equation. Each calculation process is explained in detail in the following.

2.1. FE mesh

The rectilinear two-dimensional mesh occupies the mean plane of the fracture and uses data
from the measured topography of two rough surfaces in contact}the profile measured by 3-D
roughness profiling (for details, see References [13, 17]). Each node in the fracture mesh has a
local aperture datum that may be determined simply by point-by-point subtraction of the two
digitized surfaces. However, careful positioning and orientation of the two surfaces is required
before the subtraction since the profiles are initially unmated}the upper and lower rough
surfaces are measured in an open-book format. To limit skewing of the aperture data, the mean
planes of both surfaces are calculated and are made parallel to each other [18].

Figure 1 shows the parallel digitized rough surfaces of a natural fracture in novaculite. The
differenced surface (i.e. the point-by-point subtraction of two surfaces) represents the
distribution of the mechanical aperture, rather than the hydraulic aperture recovered from
the flow-through experimental results. However, as a first-order estimation, the arithmetic mean
aperture of the initial differenced surface is used for model prediction. This is calibrated by
adjusting the separation between the two virtual parallel surfaces, and setting the initial
hydraulic aperture to that obtained from the experiment [13]}mechanical and hydraulic
apertures are assumed approximately equivalent [18].

Note that at contact points between the rough surfaces, a finite thickness water-film is
assumed. This allows diffusive transport of mineral mass dissolved and then mobilized at these
contacts by the elevated chemical potential beneath the stressed surface. Such a thin water-film

Copyright # 2006 John Wiley & Sons, Ltd. Int. J. Numer. Anal. Meth. Geomech. 2006; 30:1039–1062

A NUMERICAL MODEL SIMULATING REACTIVE TRANSPORT 1041



at the contact may be a function of applied stress and may range from less than 1 nm to a few
hundreds nanometers [19, 20]. In this study, we presume a constant water-film thickness, o; of
4.0 nm as this thickness remains ill-constrained.

2.2. Fluid flow distribution

The FE mesh of the fracture aperture distribution is utilized for fluid flow simulations. The flow
simulation is conducted using the steady-state approximation of the Navier–Stokes equation for
incompressible laminar flow (the Reynolds approximation) [21, 22] as

r !
b3

12m
rp

! "
¼ 0 ð1Þ

where b is the local aperture, m is the fluid viscosity, and p is the fluid pressure driving flow. This
returns a steady distribution of velocity, which is updated as the aperture distribution changes.
Although the Reynolds equation is known to overestimate fluid velocity when fracture aperture
is small relative to surface roughness [23], this error is small in relation to the other uncertainties
within the analysis.

2.3. Pressure solution and free-face dissolution

Dissolution-dependent evolution of the fracture aperture is controlled by the competing
influences of pressure (dis)solution and free-face dissolution. Fracture aperture (or related
permeability) may decrease if pressure solution dominates, or may increase if free-face
dissolution prevails. Pressure solution within a fracture incorporates three serial processes;
dissolution at asperity contacts, diffusion along the interfacial water-film, and precipitation at
the pore (fracture) wall, and may result in net reduction of fracture aperture. Conversely, if the
mass rate of supply to the fluid occupying the fracture void is sufficiently low, or the flow-system
sufficiently open, then the solute concentration in the pore fluid will be below the equilibrium
concentration, net dissolution at free walls may dominate, and the fracture will widen. The
competition between pressure solution and precipitation in the fracture void, that together
contribute to a net reduction in permeability, and dissolution from the wall of the fracture void,
that increases permeability, will prescribe the dominant effect; either net sealing or gaping.

Figure 1. Oblique view of the parallel rough surfaces digitized by the 3-D laser profilometer system.
The digitized surface measures 50% 89:5 mm2:
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Importantly, the dominant mechanism may change with stress and chemical condition of the
solvent, or as a result of the evolution of fracture topography, and flow topology.

Here, stress- and temperature-dependent dissolution at contacting asperities and free-face
dissolution/precipitation are systematically defined. First, dissolution at the asperity contacts
provides a source of mass into the fracture cavity. Applying nonhydrostatic and nonequilibrium
thermodynamics and then considering the chemical potential difference between the
compressive site of contact and the less-stressed site of the pore wall, that is the motive force
driving pressure solution, the source of mass injected into the fracture void space is most
conveniently defined in terms of a dissolution mass flux, dMPS

diss=dt; given as (for details, see
Reference [24]),

dMPS
diss

dt
¼

3V2
mðsa # scÞkþrgAc

RT
ð2Þ

where Vm is molar volume of the solid (2:27& 10#5 m3 mol#1 for quartz), sa is the disjoining
pressure [25] equal to the amount by which the pressure acting at a contact area exceeds the
hydrostatic pore pressure, kþ is the dissolution rate constant of the solid, rg is the solid density
(2650 kgm#3 for quartz), Ac is the size of the local contact area, R is the gas constant, and T is
the temperature of the system. sc is the critical stress that defines stress state where the
compaction of indenting asperity contacts will effectively halt. Where confining stress is applied
to a rock fracture, asperity indentation will occur as a result of high localized contact stresses.
Transient interpenetration may develop by plastic creep as the contact stress remains in excess of
a critical stress, sc: Where stresses remain in excess of the critical interpenetration stress,
dissolution will proceed in the water-film enveloping the interface, and mass will be removed by
dissolution and transported by diffusion. This process will continue until the applied contact
stress is sufficiently reduced by the growth of the contact area that compaction essentially ceases.
The limiting stress may be defined by considering the energy balance under applied stress and
temperature conditions, given by Revil [26] modified from Reference [27],

sc ¼
Emð1# T=TmÞ

4Vm
ð3Þ

where Em and Tm are the heat and temperature of fusion, respectively (Em ¼ 8:57 kJ mol#1;
Tm ¼ 1883 K for quartz).

Next, free-face dissolution and precipitation components are quantified as mass fluxes,
dMFF

diss=dt and dMprec=dt; defined by the dissolution/precipitation rate constants and the
difference between the fluid mass concentration in the pore space and the equilibrium
concentration, defined as (modified from Reference [28]),

dMFF
diss

dt
¼ kþAporergVm 1#

Cpore

Ceq

! "m! "n
ð4Þ

dMprec

dt
¼ k#AporergVm

Cpore

Ceq

! "m
#1

! "n
ð5Þ

where Apore is the area of the fracture void, k# is the precipitation rate constant of the dissolved
mineral, Cpore is the concentration in the pore space, and Ceq is the equilibrium solubility of the
dissolved mineral. m and n are two positive numbers normally constrained by experiment; for
quartz–water reaction, the reaction kinetics is likely first order [29], and in the model m and n are
set to unity. Note that the free-face dissolution/precipitation mass fluxes will be zero as the mass
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concentration in the pore fluid is either greater or smaller than the equilibrium solubility,
respectively.

Dissolution/precipitation rate constant kþ="; equilibrium solubility Ceq; and diffusion
coefficient D of quartz have all Arrhenius-type dependence with temperature, given by

kþ ¼ k0þ expð"Ekþ=RT Þ ð6Þ

k" ¼ k0" expð"Ek"=RT Þ ð7Þ

Ceq ¼ C0
eq expð"EC=RT Þ ð8Þ

D ¼ D0 expð"ED=RT Þ ð9Þ

Appropriate magnitudes are selected for these constants defining the temperature dependence
as, k0þ=" ¼ 1:59=1:27 mol m2 s"1 and Ekþ=" ¼ 71:3=48:9 kJ mol"1 [30], C0

eq ¼ 274:9 kg m"3 and
EC ¼ 26:4 kJ mol"1 [31], and D0 ¼ 5:2& 10"8 m2 s"1 and ED ¼ 13:5 kJ mol"1 [26].

2.4. Lagrangian–Eulerian approach

The solute transport in a fracture is modelled by the mixed Lagrangian–Eulerian approach. An
advection–diffusion equation is given as

@M
@t
þ V 'rM ¼ Dr2M ð10Þ

where M denotes the mass of the solute, V is the velocity, and D is the diffusion coefficient. The
diffusion coefficient of the solute may be different between contact and void nodes. The
diffusivity inside contacts may be a few orders of magnitudes smaller than that in the bulk pore
fluid due to electro-viscous effects [32, 33], although others [34] justify that this has minor
influence. Correspondingly, we use the same value of the diffusion coefficient for both contact
and void points.

Applying the Galerkin FEM Equation (10) may be written in discrete form for the
Lagrangian–Eulerian approach, as [15]
Z

R
NiNi dR

! "
DMi

Dt
þ
Z

R
ðrNiÞDðrNiÞ dR

! "
Mi ¼

Z

B
D ' ðrMÞ ' nNi dB ði ¼ 1; 2; . . . ;NÞ ð11Þ

where

D

Dt
¼
@
@t
þ V 'r ð12Þ

in which Ni is the shape function at the ith node, DMi=Dt is the Lagrangian derivative of Mi

with respect to time, R is the region of interest, B is the global boundary, and N is the total
number of the nodes in the system. Integrating Equation (11) using explicit time stepping, linear
interpolation, and a fixed time step Dt; yields,

ð½W )=Dtþ ½K )ÞfMnþ1g ¼ ð½W )=DtÞfMngþ fBg ð13Þ

where

½W ) ¼
X Z

R
NiNi dR

# $
ð14Þ
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½K " ¼
X Z

R
ðrNiÞDðrNiÞ dR

! "
ð15Þ

fBg ¼
X Z

B
D & ðrMÞ & nNi dB

! "
ð16Þ

in which fMnþ1g is the mass at the new time and fMng is the Lagrangian mass. To obtain the
Lagrangian mass at tnþ1; a forward-particle-tracked mass Mp

j ; is first computed during time step
Dt; given as

Mp
j ¼Mðxn

j ; t
nþ1Þ ¼Mn

j ðj ¼ 1; 2; . . . ;NÞ ð17Þ

where
xn
j ¼ xnj þ VjDt ðj ¼ 1; 2; . . . ;NÞ ð18Þ

in which xn
j is the fictitious particle position at tnþ1 when travelling from nodal location xnj at t

n:
Subsequently, applying FE interpolation with the shape functions, the Lagrangian mass Mn

i at
each node is evaluated as (see Figure 2),

Mn
i ¼

XN

j¼1

Mp
j NjðxiÞ ði ¼ 1; 2; . . . ;NÞ ð19Þ

Once the Lagrangian mass Mn
i is obtained, the final mass Mnþ1

i at tnþ1 is computed using
Equation (13).

Careful treatment is required for no-flow boundaries. Solutes are not allowed to cross no-flow
boundaries, but for certain choices of large time steps, particles may be inadvertently ejected, as
illustrated in Figure 3. This condition may be corrected by relocating the escaping particle back
into the flow-field by using its closest projection to the boundary, as illustrated in Figure 3. This
correction will thus tend to return the particle close to its true flow trajectory.

2.5. Overall computational procedure

With the fracture topography digitized, the flow simulation defines the initial flow velocity field.
Mineral mass is either injected-into, or removed-from, the flow-field, depending on the relative
dominance of processes of pressure solution and free-face dissolution/precipitation. These
components are then transported within the fluid phase, until conditions dictate their removal to

V∆ t

p
jM

n
jM

Compute nodal values
by Interpolation

Figure 2. Schematic illustration of computing the Lagrangian mass at the nodal locations. During time
step Dt; the nodal mass Mn

j travels to Mp
j ; and the new nodal values are interpolated using shape functions.
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the fracture walls. Importantly, prior characterizations of an interface region as a
separate diffusive domain [35], are unnecessary, as mass diffusion within the water-film
separating contacts is automatically accommodated by the macro-scale FE mesh. Note that the
flow simulation, the chemical processes, and the solute transport equation are solved
sequentially, rather than simultaneously. The main points of the computational procedure are
as follows.

First, the initial fracture topography is set to generate the FE mesh}each node has a
local aperture datum. Second, the initial and boundary conditions (i.e. temperatures, stresses,
flow rates, and flow or no-flow boundaries) are applied, and flow simulation (Equation (1))
is conducted using the aperture mesh to obtain the distribution of flow velocities within
the fracture. The simulation retrieves elemental velocities at Gauss points, and nodal
velocities are interpolated using shape functions to accommodate solving the solute transport
equation (i.e. obtaining the fictitious particle position using nodal velocity as shown in Equation
(18)).

Third, the dissolution/precipitation processes at contact points and void wall are evaluated
using Equations (2)–(5) at every single node. In Equation (2), the stress acting at contact points
sa is simply defined by,

sa ¼ seff
nc
nt

ð20Þ

where seff is the confining effective stress prescribed. nc and nt is the numbers of contact points
and total nodes, respectively. This assumes that the contacting stresses are equivalent at all
contact areas distributed within the fracture. The effective area for pressure dissolution (i.e. Ac)
is assumed equal to the area of a single element, and that for free-face dissolution/precipitation
(i.e. Apore) is assumed equal to twice the elemental area (both upper and lower void walls

No-flow boundary

Flow line 

Computed path

Previous location

New location after !t 

Corrected location 

Figure 3. Schematic of correction applied to the computed particle location near no-flow boundary.
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contribute) (Figure 4). Consequently, the nodal aperture bi at t
nþ1 is calculated as

bnþ1i ¼ bni #
dMPS

diss

dt

Dt
rgAe

þ
dMFF

diss

dt

!!!!
i

#
dMprec

dt

!!!!
i

" #
Dt

rgAe
ði ¼ 1; 2; . . . ;NÞ ð21Þ

where Ae is the area of an element. If bnþ1i becomes smaller than the water-film thickness of
4 nm, it is then indexed as a contacting node and bnþ1i ¼ 4:0 nm: Simultaneously, the nodal mass
dissolved is also updated as

Mc;nþ1
i ¼Mn

i #
dMPS

diss

dt
Dt ðif bnþ1i ¼ 4:0 nmÞ ð22Þ

Mc;nþ1
i ¼Mn

i #
dMFF

diss

dt

!!!!
i

#
dMprec

dt

!!!!
i

" #
Dt ðif bnþ1i > 4:0 nmÞ ð23Þ

where Mc;nþ1
i ði ¼ 1; 2; . . . ;NÞ is the updated mass at each node after the incremented time, but is

not the final one at tnþ1 since it is subsequently modified by solute transport.
Finally, the contribution of solute transport (Equation (10)) is computed using the

Lagrangian–Eulerian approach. The final mass at tnþ1 is calculated as schematically shown in
Figure 5. Then, the concentration at each node is evaluated using the updated mass at tnþ1;
given as

Cnþ1
i ¼

Mnþ1
i

bnþ1i Ae

ði ¼ 1; 2; . . . ;NÞ ð24Þ

The updated concentrations are used to calculate free-face dissolution/precipitation (Equations
(4) and (5)) at the next time step. The lumped concentration travelling out of the domain Cnþ1

out ;
which is directly analogous to mineral efflux measurements made during the experiments, is also
calculated by

Cnþ1
out ¼

P
Mnþ1

out

QDt
ð25Þ

x

y

∆y

∆x

∆x

∆y

Figure 4. Representation of contact or void area (shaded area) at each node for chemical calculations. The
effective area for pressure dissolution and free-face dissolution/precipitation is equivalent to either the area

of a single element, or twice that area, respectively.
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where
P

Mnþ1
out is the summation of the solute mass exiting the outflow boundary during one

time increment, and Q is the flow rate.
In summary, the combined algorithm incorporates an initial evaluation of aperture

distribution from profile data, fluid transport simulation, and subsequent evaluation of mineral
mass transport and redistribution, as outlined in Figure 6. This procedure allows the evolution

Figure 5. Schematic of calculation sequence during incremental time to obtain nodal mass, involving
chemical processes and solute transport. Note that Mc;nþ1 ¼Ms;n:

Start

Stop

Mesh generation
(Initial aperture data)

Apply I.C.s and B.C.s

Flow simulation
 Obtain elemental velocities 
 Interpolate nodal velocities

Chemical processes
 Update nodal mass of solutes
 Update aperture data

Solute transport
 Solve advection-diffusion eq. by LE approach 
 Update concentrations at nodes and out of domain 

More time
steps ?

Yes

No

t n+1 = t n + ∆t

→
→

→
→

→
→

Figure 6. Flow chart for the overall computational procedure.
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of fracture aperture to be followed where stress, temperature, and fluid flow conditions mediate
behaviour.

3. COMPARISON WITH EXPERIMENTAL MEASUREMENTS

This numerical model is applied to describe the time-dependent evolution in aperture obtained
from a companion experiment in a stressed natural fracture of novaculite [13]. The flow-through
experiment is conducted on a natural fracture of Arkannsas novaculite, which has a uniform
grain size in the range 1–6 mm and high quartz content of > 99:5% [36], at a constant effective
stress of 1.38MPa (200 psi) and at elevated temperatures in the range 20–1208C: Distilled
water is used as a permeant and thus, the chemical system is relatively simple (i.e.
SiO2 þ 2H2O$ SiðOHÞ4). The experimental conditions during the entire length of experiments
(3150 h) are listed in Table I.

Prior to applying the current model, the lumped parameter model previously developed
[35, 37] is first adopted to predict the progress of mean aperture closure and evolution of Si
efflux, for the same experiment. Then, the current model is applied to quantify the experimental
observations, and predictions given by the two different models are compared and examined,
relative to the experimental measurements.

3.1. Lumped parameter model comparison

Lumped parameter models [35, 37] are capable of approximately representing the principal
chemical processes of pressure solution at mineral contacts, solute diffusion along these
contacts, and precipitation on the void wall of a fracture at a single representative contact.
These solutions may also represent free-face dissolution, together with changes in fracture
aperture and mineral mass concentration in the effluent fluid that result. These solutions are
approximate in that they require a single representative contact to be defined}all processes at
the contacting walls, and in the void, are averages of the entire contact area and void volume,
respectively. Importantly, characteristic differences of the lumped parameter model from the
numerical model developed in Section 2 are that fracture topography is simplified by a
representative contact surrounded by an appropriate tributary area (see Figure 7) and that a

Table I. Experimental conditions [37].

Time (h) Temperature ð8CÞ Flow rate ðmLmin$1Þ Flow direction

0–121 20 1.0 Original
121–380 20 0.5 Original
380–858 20 0.25 Original
858–930 20 0.0 }
930–1266 20 0.25 Original
1266–1292 20 0.125 Original
1292–1494 20 0.125 Reversed
1494–1869 20 0.0625 Original
1869–2255 40 0.0625 Original
2255–2875 80 0.0625 Original
2875–3150 120 0.125 Original
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simple, but physically plausible, relation between fracture aperture and fracture contact-area
ratio is defined to represent the irreversible alteration in fracture geometry caused by pressure
solution and free-face dissolution. Correspondingly, processes are innately averaged, and no
account is made for the spatial structure. Such models typically make adequate predictions of
homogeneously distributed behaviours, but not of localized effects, such as the evolution of
a through-going dissolution conduit (wormhole) [12, 37].

The digitized fracture obtained through the profiling data constrains the relation between the
fracture aperture and the contact-area ratio as shown in Figure 8. This relation is approximated
by the regression curve, given as [13]

hbi ¼ 2:5þ 16:0 expð$ðRc $ Rc0Þ=20:0Þ ð26Þ

where hbi is the mean mechanical aperture, and Rc is the contact-area ratio. The initial aperture
is set 18:5 mm because the hydraulic aperture evaluated from the companion flow-through
experiment [13] started initially with this value.

Asperity contacts Local contact area, l
cA  

dc

Figure 7. Idealized representation of asperity contact condition for lumped parameter model.
A representative contact area Al

c (right) represents the assumed average area of each contact
(left), and is considered circular in shape of diameter dc:

Figure 8. Relation between mean aperture and contact-area ratio. Circles are evaluated from point-by-
point subtraction using the profiling data, and the dotted line is the regression curve of hbi ¼

2:5þ 16:0 expð$ðRc $ Rc0Þ=20Þ with the correlation coefficient, R2 ¼ 0:92:
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A detailed description for the calculation procedure is reviewed in References [35, 37] and is
also summarized in Appendix A. Parameters utilized in the predictions are listed in Table II.
Predicted changes in fracture aperture and Si concentration are shown in Figure 9 together with
the data measured through the experiments. Note that we omit the predictions during the
reversed flow experiment (stage II) due to the unanticipated sharp reductions in aperture
resulting from changes in fluid pressure distribution within the fracture by the switching of flow
direction, which is not able to be predicted by the model. Thus, the unaccountable reduction is
followed by resetting the aperture according to that recorded in the experiment and the contact-
area ratio is updated using Equation (26). To closely match the evolution in fracture aperture in
the experiment, the significant parameters of reaction rate constants kþ=" for pressure
dissolution (Equation (2)) and free-face dissolution (Equations (4) and (5)) are separately
increased by factors shown in Table III. Also, the critical stress sc defined by Equation (3) is
reduced by a factor of one-tenth to follow the large aperture reduction (# 18:5 to# 10:0 mm) in
the early experiment (0 to# 800 h); if the unmodified sc is used for the predictions, such a large
decrease in aperture is not predicted because stress acting on contacts (i.e. sa) becomes equal to
sc and then no further compaction proceeds (see Equation (2)). This indicates that critical stress
sc may be smaller than that defined by Equation (3) and more data are needed to quantify this
process. However, in this work we merely select a value of one-tenth sc in an attempt to replicate
the experimental results.

As shown in Figure 9, the predictions of fracture aperture and Si concentrations using the
augmented kþ=" are in good agreement with the actual data although the applied multipliers are
relatively large. Note that precipitation, which may reduce fracture aperture, exerts little
influence on the change in aperture}solute concentration is much lower than equilibrium
solubility as a result of the dominant effect of strongly advective transport and short residence
time in the relatively short core ð# 10 cmÞ: The multipliers applied to follow the experimental
measurements are large, specifically for those in stages I–IV, implicating that other mechanisms
may dominate over pressure solution and/or free-face dissolution, or the model may be
incapable of representing the overall processes since a detailed topology for a fracture is not
involved. This concern is further examined in the following section by accommodating a spatial
distribution of contacts and apertures, using the FEM developed in this work.

3.2. Distributed parameter (numerical) model comparison

The numerical model developed in Section 2 is applied here to follow experimental observations
of changes in fracture aperture and Si concentration. The latter are measured directly, and the
former are inferred from measurements of flow rate and differential fluid pressure. The flow is
along the long dimension of the image (Figure 1), from left to right, with no-flow boundaries
applied along the two long sides, parallel to the flow direction of the fracture. Reasonable
computational limits are placed on both memory and runtime}calculations are conducted
using a constant element size of 2& 2 mm2:Note that even for this fine grid, local element Peclet
numbers are of the order of 105 and result in a fully advection-dominant system.

Flow rates and parameters utilized in the predictions are summarized in Tables I and II.
Predicted rates of aperture evolution and Si concentration history are matched with the actual
measurements, as shown in Figure 10. Required modifications in parameters, necessary to
replicate the experiments are listed in Table IV. Both the evolutions in fracture aperture and in
Si concentration are in fairly good agreement with those observed. The predictions of Si
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concentrations, especially those during stages III and IV underestimate the real data; the
predictions in stages III and IV are! 0:1 and! 0:2 ppm; relative to the measurements of! 0:9
and ! 1:3 ppm; respectively. A systematic improvement in predictions between the lumped

Figure 9. Comparisons of changes in: (a) aperture; and (b) Si concentration between the experimental
results [13] and the predictions by the lumped parameter model. Open circles represent the predictions

using modified values of reaction rate constants kþ=# shown in Table III.

Table III. Experimental conditions and modification of parameters used in the analysis by
the lumped parameter model.

Test stages

Parameters I II III IV V VI

Temperature ð8CÞ 20 20 20 40 80 120
Flow direction Original Reversed Original Original Original Original
sc (Equations (2) and (3)) sc & 0:1 sc & 0:1 sc & 0:1 sc & 0:1 sc & 0:1 sc & 0:1
kþ (Equation (2)) kþ & 106 } kþ & 104 kþ & 104 kþ & 500 kþ & 200
kþ=# (Equations (4) and (5)) Kþ=# & 104 } kþ=# & 104 kþ=# & 104 kþ=# & 500 kþ=# & 200

Copyright # 2006 John Wiley & Sons, Ltd. Int. J. Numer. Anal. Meth. Geomech. 2006; 30:1039–1062

A NUMERICAL MODEL SIMULATING REACTIVE TRANSPORT 1053



parameter model and the numerical model is apparent in the applied multipliers for reaction
rate constants to replicate the experiments (see Tables III and IV); the modifiers are much
smaller for the numerical model}the small and constant magnitude multiplier of 30 is applied

Figure 10. Comparisons of changes in: (a) aperture; and (b) Si concentration between the experimental
results [13] and the predictions by the distributed parameter model developed in this work. Open circles

represent the predictions using modified values of reaction rate constants kþ=" shown in Table IV.

Table IV. Experimental conditions and modification of parameters used in the analysis by
the distributed parameter (current) model.

Test stages

Parameters I II III IV V VI

Temperature ð8Þ 20 20 20 40 80 120
Flow direction Original Reversed Original Original Original Original
sc (Equations (2) and (3)) sc % 0:1 sc % 0:1 sc % 0:1 sc % 0:1 sc % 0:1 sc % 0:1
kþ (Equation (2)) kþ % 5:0% 106 } kþ % 30 kþ % 30 kþ % 30 kþ % 30
kþ=" (Equations (4) and (5)) kþ=" % 30 } kþ=" % 30 kþ=" % 30 kþ=" % 30 kþ=" % 15
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throughout the experimental period except for pressure dissolution in stage I (i.e. 5:0! 106) and
for free-face dissolution/precipitation in stage VI (i.e. 15). However, the large multipliers
required to replicate pressure dissolution during stage I (i.e. 106 for the lumped model and
5:0! 106 for the numerical model) including the relatively abrupt and large aperture reduction,
remain enigmatic. This implicates other mechanisms, such as mechanical creep and clogging
resulting from locally high and unanticipated precipitation rates, of which neither are
accommodated in the current description.

An important component of the model is the ability to follow the evolution in local aperture
with time. Comparison between fracture apertures measured at the close of the experiment
(3150 h) by X-ray CT [13], and those independently predicted by the model are shown in
Figure 11. The white shaded area in the CT image represents apertures greater than the CT
resolution threshold of 60 mm: The scanning resolution for the X-ray CT is insufficient for a
rigorous quantitative comparison between the CT image and the prediction. However, the
model prediction is in qualitatively good agreement at several regions with large aperture (or
void), with the CT image.

Flow patterns within the fracture are predicted with time and are shown at the beginning (0 h)
and end (3150 h) of the experimental period (Figure 12). Flow velocities within the fracture at
0 h are entirely faster than those at 3150 h because of the larger flow rate prescribed (i.e. 1.0 vs
0:125 mLmin"1; see Table I). As apparent in Figure 12, flow at both times is tortuous due to the
effects of surface roughness and contact area, and in particular the flow at the end is randomly

Figure 11. Qualitative comparison in aperture distribution between: (a) the X-ray CT image
post-experiment (after Reference [13]); and (b) the predicted response at the end of simulation.
(a) White coloured area represents aperture greater than the threshold of 60 mm and the black
area shows aperture smaller than the threshold or contact area, while (b) white area is aperture

greater than 25 mm; with contact area shown in black.
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distributed throughout the fracture without clear channelling although circumventing the
regions of sufficiently small aperture and/or contact. Correspondingly, no preferential flow
paths are generated during net-dissolution (or erosion) processes, which is congruent with the
experimental measurements constrained by X-ray CT images and later Wood’s metal injection
[13]. This contrasts with other experiments where the evolution of flow channels formed through
net dissolution [8, 12] are evident.

4. IMPLICATIONS OF EVOLUTION IN PERMEABILITY

Both the companion flow-through experiment [13] and the model predictions confirm that no
preferential flow paths evolve within the fracture (i.e. pressure solution and free-face
dissolution). This is likely due to the prescribed boundary conditions; the flow is injected
throughout the fracture inlet with relatively high flow rates. In contrast, at the anticipated larger
in situ scales of geothermal and petroleum reservoirs dissolution to enhance fracture
permeability may not occur in the broad area throughout fractures of interest, but proceed

Figure 12. Flow field resulting from the FE solution of the Reynolds equation at: (a) 0 h; and (b) 3150 h.
Vectors represent the relative magnitude and direction of local flow. Note that the flow is distributed

randomly with flow-excluded zones growing with increased time, and related contact area.
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within the limited regions of fractures with preferential flow paths because flow is spatially
restricted through limited numbers of injection and recovery wells.

To examine the effect of narrowed fluid injection relative to fracture length, which simply
simulates fluid injection in geothermal and petroleum reservoirs, a simple numerical experiment
is conducted. Injection into the same fracture is applied at a point (Q ¼ 1:0 mLmin"1 at the
central node on the inlet boundary). The applied temperature is 1208C and the corresponding
parameters for the prediction are listed in Table II. Predicted flow patterns within the fracture
after 100 h, overlaying the distribution of fracture apertures are shown in Figure 13(a), together
with the difference in apertures between 0 and 100 h, shown in Figure 13(b). Employing no
modifications in reaction rate constants for this prediction, free-face dissolution dominates over
the effect of pressure dissolution, resulting in the mean aperture consistently increasing at a rate
of gaping of 3:7# 10"13 m s"1 throughout the prediction. As apparent in Figure 13 several flow
paths are generated during the 100 h virtual experiment, with net dissolution and erosion
concentrated within the upper half of the plan-view of the fracture, generating a broad flow
channel. This is likely due to the combined effect of the narrowed flow injection port and is
sensitive to the initial conditions of the local aperture distribution (or roughness). Notably, the
restricted flow presents a positive feedback that favours the development of localized flow
conduits (worm-hole-like flow channels). Clearly, this effect is influenced by geometric factors
relating to the scale of the sample}larger samples may develop multiple distributed flow
channels with the ephemeral dominance of these channels switching with the progress of the
transport network.

Figure 13. Results of numerical flow-through simulation at 100 h after flow started: (a) overlay of flow field
on aperture contour. Note that several flow paths are formed; and (b) contour of aperture difference

between 0 and 100 h. Lighter shading represent dissolution (erosion) regions.
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5. CONCLUSIONS

A numerical model is developed to represent the evolution in fracture aperture mediated
by the significant processes of pressure solution, and incorporating the serial processes of
dissolution, diffusion, precipitation, and free-face dissolution. The model defines an
initial distribution of fracture apertures, and supplements this with a Reynolds equation
solution for the evolving flow-field}this flow-field is used to calculate the influence of
chemical processes of pressure solution and free-face dissolution/precipitation in sequentially
modifying the initial aperture distribution. Significantly, where advective flows dominate, as is
anticipated to be the norm, the transport equation is solved via Lagrangian–Eulerian algorithm.
The model is capable of predicting the evolution in aperture and solute concentration
for a single fracture under arbitrary prescribed stress, temperature, and flow rate conditions.
Predictions of both lumped parameter [35, 37] and distributed parameter representation of a
single well-constrained experiment [13] are examined to test the adequacy of each model in
representing experimentally observed behaviour. Notably, if the controlling parameters of
reaction rate constants are increased by a factor of 30, the numerical model show excellent
agreement with the experimental observations although a sharp reduction of the fracture
aperture during the early experiment period is unable to be followed. This mismatch is likely
attributed to processes of mechanical creep, that are not represented in the model. Both
observations by X-ray CT, and model predictions, conclude that fluid flow at the conclusion of
the experiment (3150 h) is broadly distributed throughout the fracture}no preferential flow
paths are generated.

The model is applied to examine the evolution of fracture aperture (or permeability) where
injection is concentrated at a point, as an approximation of injection into a reservoir. The
predictions show the propensity to develop channelized dissolution features that concentrate
flow. This exercise portends the potential to determine the form, plausible rates, magnitudes,
and senses of permeability enhancement at field scale.

APPENDIX A: LUMPED PARAMETER MODEL

The evolution of fracture aperture is controlled by the competing influences of pressure solution,
which incorporates interfacial dissolution, diffusion, and precipitation, and free-face dissolu-
tion. Interfacial dissolution at contacting asperities (Equation (2)) and free-face dissolution/
precipitation (Equations (4) and (5)) are defined in the main text, and interfacial diffusion is
defined herein in terms of the diffusive mass flux, dMdiff=dt; as [24]

dMdiff

dt
¼

2poD
lnðdc=2aÞ

ðCint $ CporeÞ ðA1Þ

where o is the thickness of the water-film trapped at the interface, D is the diffusion coefficient,
and ðCintÞx¼a and ðCporeÞx¼dc=2 are mineral concentrations in the interface fluid and pore space,
respectively.

A single fracture is idealized as two rough surfaces held apart by bridging asperities, as
illustrated in Figure 7 (left). The average contact-area ratio, Rc;may be determined by defining a
representative contact area, Al

c; surrounded by an appropriate tributary area, Al
t; (Figure 7,
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right), and is assumed equivalent to the ratio of the summed local contact areas, At
c; to the total

fracture area, At
t; given as [35]

Rc ¼
Al

c

Al
t

¼
At

c

At
t

ðA2Þ

Within this tributary area, the contact diameter, dc; of the local contact area, Al
c; is defined as

dc ¼

ffiffiffiffiffiffiffiffi
4Al

c

p

s

ðA3Þ

For uniaxial compaction, the normal forces acting on the tributary area and the contacting
asperity balance, yielding the stress applied at the contact area, sa; as

seff $ Al
t ¼ sa $ Al

c ) sa ¼
seff
Rc

ðA4Þ

where seff is the average macroscopic effective stress.
Interactive processes of pressure solution and free-face dissolution irreversibly alter the

geometry of the fracture surfaces, and the relation between fracture aperture and contact area
may be defined to follow this modification of the fracture aperture and contact-area ratio within
the tributary domain. A simple, but physically viable, relation between them is defined as [35]

hbi ¼ a1 þ a2 expð&ðRc & Rc0Þ=a3Þ ðA5Þ

where hbi is the mean aperture, Rc is the contact-area ratio, and ai ði ¼ 1; 2; 3Þ is a constant.
This curve is adopted as a straightforward and representative relation between fracture contact
area and aperture, to define the phenomenology of fracture sealing/gaping by pressure solution/
free-face dissolution.

A.1. Computational procedure

The individual processes of dissolution at asperity contacts, diffusion along interfacial water-
film, and free-face dissolution/precipitation are combined to define the progress of aperture
reduction of the fracture with time. In the initial condition, a small representative contact area is
set with the initial aperture of the fracture. An effective stress is applied, as amplified by the
tributary geometry, and during time step Dt; appropriate magnitudes of mass dissolution at the
representative contact area, diffusion, and free-face dissolution/precipitation are simultaneously
evaluated from Equations (2), (A1), (4), and (5), respectively. Physically, the dissolved mass
evaluated from Equation (2) is supplied to the interface, and domain shortening (i.e. aperture
reduction) proceeds as this mass passes along the interface by diffusion, as defined by Equation
(A1). From the known magnitude of the diffusing mass, the updated contact area and aperture
are calculated using the relation of Equation (A5) (the integration of Equation (A5) represents
the volume that is removed, and its volume is matched by the diffused volume). A portion of the
mass that diffuses to the pore fluid may deposit to the free surface of the fracture (Equation (5)),
resulting in an additive reduction in fracture void volume. Alternately, net dissolution from the
fracture wall (Equation (4)) and resulting enlargement of the void cavity will compete with the
closure occasioned by the shortening of the bridging asperity. The dominant process will
prescribe whether the fracture gapes or seals. This deposition or dissolution on the free surface
is controlled by the relative concentration differential between the pore fluid solution and
the equilibrium concentration of that fluid (Equations (4) and (5)). Concurrently, mineral
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concentrations in the immobile fluid layer beneath the asperity contact, and the mobile fluid in
the fracture void fluid are updated, as [35]

CintjtþDt ¼
ðD1 þ Vp=2DtÞ % ðdMdiss=dtþ Vp=4Dt % CintjtÞ þD1Vp=2Dt % Cporejt

ðD1 þ Vp=4DtÞ % ðD1 þ Vp=2DtÞ &D2
1

ðA6Þ

where

D1 ¼
2p$Db

lnðdc=2aÞ
ðA7Þ

Cpore ¼
1

Q

dMdiff

dt
þ

dMFF
diss

dt

! "
ðif Cpore5CeqÞ ðA8Þ

Cpore ¼
1

Q

dMdiff

dt
&

dMprec

dt

! "
ðif Cpore > CeqÞ ðA9Þ

and Q denotes the flow rate.
These relations are used iteratively to follow the evolution of dissolved concentrations in the

fracture void, and resulting closure-history of the fracture.

NOMENCLATURE

Ac area of local contact ðm2Þ
Ae area of one element ðm2Þ
Apore area of fracture void ðm2Þ
b local aperture (m)
hbi mean mechanical aperture (m)
Ceq equilibrium solubility ðkgm&3Þ
Cout lumped concentration travelling out of domain ðkgm&3Þ
Cpore concentration in pore space ðkgm&3Þ
D diffusion coefficient ðm2 s&1Þ
Ekþ=& activation energy for dissolution/precipitation ðJ mol&1Þ
Em heat of fusion ðJ mol&1Þ
EC activation energy for solubility ðJ mol&1Þ
ED activation energy for diffusion ðJ mol&1Þ
kþ=& dissolution/precipitation rate constant ðmol m&2 s&1Þ
Mp forward-particle-tracked mass (kg)
Mprec precipitation mass (kg)

MFF
diss dissolution mass at pore space (kg)

MPS
diss dissolution mass at contact area (kg)

Mn Lagrangian mass (kg)
n number of time steps (dimensionless)
nc number of contact nodes (dimensionless)
nt number of total nodes (dimensionless)
Ni shape function at ith node (dimensionless)
p fluid pressure (Pa)
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Q flow rate ðm3 s"1Þ
R gas constant ðJ mol"1 K"1Þ
Rc contact-area ratio (dimensionless)
T temperature (K)
Tm temperature of fusion (K)
V fluid velocity ðm s"1Þ
Vm molar volume ðm3Þ
x particle position (m)
xn fictitious particle position (m)

Greek letters

m fluid viscosity (Pa s)
rg density ðkg m"3Þ
sa contact stress (Pa)
sc critical stress (Pa)
seff effective stress (Pa)
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SUMMARY

This paper presents a method to solve two-phase "ows using the !nite element method. On one hand, the
algorithm used to solve the Navier–Stokes equations provides the neccessary stabilization for using the e#cient
and accurate three-node triangles for both the velocity and pressure !elds. On the other hand, the interface
position is described by the zero-level set of an indicator function. To maintain accuracy, even for large-
density ratios, the pseudoconcentration function is corrected at the end of each time step using an algorithm
successfully used in the !nite di$erence context. Coupling of both problems is solved in a staggered way.
As demonstrated by the solution of a number of numerical tests, the procedure allows dealing with problems
involving two interacting "uids with a large-density ratio. Copyright ? 2001 John Wiley & Sons, Ltd.

KEY WORDS: level set; Navier–Stokes; free surface; characteristics Galerkin; uncompressible "ows; fract-
ional step

1. INTRODUCTION

There is a large variety of problems, such as the motion of droplets and bubbles, free surface
"ows, mould !lling, debris "ow, etc. involving two "uids interacting across a gas–liquid interface.
In these problems, a jump in the "uid characteristics, viscosity and notably density, exists across
the interface and the evolution of the system strongly depends on the "uid-to-"uid interaction.
Therefore, accurate calculation of the interface evolution is critical for the problem solution.
To describe the evolution of the interface, !nite di$erence practitioners have already developed

a number of methods. These methods can be classi!ed as front-tracking and volume-tracking
algorithms.
Front-tracking methods use, apart form the stationary mesh used to discretize the overall domain,

an additional set of computational elements to describe the interface. In 2D cases, the interface is
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646 M. QUECEDO AND M. PASTOR

formed by line segments connecting chains of points that are advected by the "ow. To maintain
the front resolution during the advection, extra points are incorporated or deleted from the moving
interface as it expands or contracts.
Although this method results in a sharp de!nition of the front, is expensive and complex to

implement even for 2D problems solution and its extension to 3D cases is non-trivial. Furthermore,
there is a serious di#culty for this method to handle merging interfaces. To solve the latter issue,
merging algorithms and other alternatives have been developed [1].
In the volume-tracking methods, a marker is advected by the "ow and used to de!ne the regions

occupied by the di$erent "uids. Marker particles were earlier used by Harlow and Welch [2; 3]
in the marker-and-cell (MAC) method. This procedure was later extended by the marker function
concept, the volume-of-"uid (VOF), due to Hirt and Nichols [4]. Further developments on this
approach include the simple line interface calculation (SLIC) [5; 6]. However, the VOF method
uses a mesh of rectangular donor–acceptor cells di#cult to use by the !nite element method.
Mixed approaches of cells and !nite elements have been successfully applied [7], but the

pseudoconcentration function (PCM) of Thompson [8] overcomes the above di#culty within the
FEM context and it has been successfully used by Lewis [9]. However, the existence of high
gradients in both the velocity and the pseudoconcentration, can result in non-physical oscillations
of the PCM leading to the inception of false interfaces.
This problem has been addressed by Dhatt [10] and, later, by Medale [11] for 2D problems.

As their proposals require the solution of a number of topological issues, Riemann problems, etc.
they seem to be complicated to be implemented for general type of problems and their extension
to 3D situations is non-straightforward.
As an alternative, level set methods [12] have been successfully applied within the !nite di$er-

ence context to solve "ow problems involving two gases of similar densities [13] and "uids with
much larger-density ratios.
Sussman [14] proposed an e#cient algorithm to maintain the function indicating the di$erent

"uid regions as a distance function. In this way, solution accuracy was remarkably improved.
Furthermore, (1) there is no obvious restriction to extent Sussman’s method to the solution of
3D problems and (2) the algorithm used for this purpose is very close to that used to advect
the indicator function by the "uid "ow. For these reasons, Sussman’s proposal is followed in this
paper to calculate the interface position using the FEM.
As regards the basic "ow calculation, to ful!l the Babu%ska–Brezzi condition Dahtt, Medale and

other authors have used mixed elements with di$erent order of interpolation for velocities and
pressures.
These high-order elements are not specially well suited to capture steep gradients in the !eld

variables as those occurring across the interface and for adaptive remeshing [15]. For these pur-
poses, linear triangles in both !elds are preferred. Besides, in this way, both the Navier–Stokes
equations and the advection of the indicator function are solved using the same mesh. Unfortu-
nately, triangles with linear interpolation of velocity and pressure, do not ful!l the Babu%ska–Brezzi
condition and require stabilization [16] to avoid spurious oscillations in the pressure !eld.
However, some fractional step algorithms, based either on the Taylor–Galerkin [17] or on the

characteristic Galerkin methods [18; 19], provide the required stabilization. The method followed in
this paper uses the characteristic Galerkin procedure for compressible=incompressible "ow proposed
by Zienkiewicz et al. [18; 19] to solve the basic "ow problem.
The paper is organized as follows: Section 2 presents the mass balance and momentum equa-

tions describing the motion of the two "uids together with the general strategy used to advect

Copyright ? 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2001; 50:645–663



FINITE ELEMENT SOLUTION OF TWO-PHASE FLOWS 647

the interface. Section 3 describes the discretization of the governing equations. A characteristic
Galerkin, fractional step method is used for the hydrodynamics of the two phases. The advection
of the interface is performed in two steps: (1) transport of the interface using a characteristic
Galerkin algorithm and (2) iterative correction of the pseudoconcentration. Finally, the perfor-
mance of the proposed method is assessed in Section 4 using classical tests involving "uids with
large di$erences in density and interface merging.

2. GOVERNING EQUATIONS

2.1. Equations of motion

Determination of the unsteady, viscid, incompressible, "ow of two interacting "uids requires the
solution of the Navier–Stokes equations

!
@&u
@t
+ ! div (&u⊗ &u)= div ! − gradp+ !&b (1)

div &u=0 (2)

supplemented by the state equations for the density and viscosity, which for immiscible "uids are

@!
@t
+ grad ! · &u=0 (3)

@"
@t
+ grad " · &u=0 (4)

In the above equations, !(&x; t) and "(&x; t) are the discontinuous density and viscosity !elds,
respectively, &u(&x; t) is the "uid velocity, p(&x; t) is the pressure, !(&x; t) is the deviatoric stress
tensor which, for an incompressible, simple viscid "uid is related to the symmetric strain rate
tensor through the viscosity coe#cient, ",

!=2"U̇= "(grad &u+ gradT &u)

and, &b(&x; t) is a body force, typically, gravity. Another forces, as surface tension at the "uids
interface, are ignored in this paper.
Equations (3) and (4) state that for immiscible "uids, the density and viscosity are constant

along particle paths, i.e. the material derivative of both variables is zero.
From the spatial point of view, the density and viscosity are constant inside each "uid, experi-

encing a jump only at the "uids interface, i.e. the front. Therefore, ! and " can be written as a
function of a smooth variable, #, whose zero-level set indicates the "uid-to-"uid interface

{!; "}=
{

{!; "}1 if #¿ 0

{!; "}2 if #¡0
(5)

In this way, the solution of the state equations (3) and (4) reduces to the simple advection by
the "uid "ow of the indicator function #

@#
@t
+ grad# · &u=0 (6)

and the determination of its zero-level set at each time step.
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Besides, the representation of the interface using a smooth function instead of the step one used
in the equation (5) levels out most of the numerical oscillations caused by the shortest wavelengths
present in the mesh, while maintaining the accuracy in the interface position.
This approach to the solution of the problem de!ned by Equations (1) (2) (5) and (6) works

well for small-density ratios, as veri!ed in Reference [13] in the !nite di$erence context, but it
results in unwanted instabilities in the pressure !eld for larger ratios as those found in gas–liquid
systems.
Additionally, the advection of the indicator by a non-uniform velocity !eld can result in non-

physical, spurious, interfaces appearing in the problem solution. It is important to notice that this
e$ect is not caused by inaccuracies or instabilities of the numerical scheme but by high-velocity
gradients present in the "uid !eld [11]. Clearly, poor numerical schemes will make this issue to
become worse.
Finally, the numerical scheme contaminates the numerical solution either by di$usion, in the case

of low-order schemes, or destroying the front sharpness causing oscillations, in the high-order case.

2.2. Front capturing

When using the FEM to analyse mould-!lling problems, the above issues have been successfully
solved by (1) front tracking and # function reconstruction from the new front position as in
Reference [10] or (2) by reducing the front advection calculations to a limited number of elements
located at the sides of the front: the cursor, which is updated as the front propagates [11].
As these front-tracking methods require too much book-keeping e$ort and the solution of several

topological issues, among other di#culties, the approach adopted in this paper is based on

1. The di$use representation of the front.
2. Front capturing using the level set approach.

As regards the !rst point, to avoid the abrupt changes in the density and viscosity !elds implied
by (5) when crossing the front, these properties are interpolated through a constant thickness tube
of width 2$ surrounding the front [1]. The zero-level set of # indicates the front position and $
is taken of the order of the mesh size [10].
Front smoothing further prevents from oscillations of length scale of the order of the mesh

size [1] and, !nally, maintaining the tube thickness constant through the advection eliminates the
di$usion issues. Front smoothing has been previously used in Reference [11], where the transition
region is formed by the elements crossed by the interface. However, using the cursor concept in
Reference [11], the diversity of element sizes in the mesh results in a changing front thickness as
the front is advected through the mesh.
Concerning the interpolation of the "uid properties, di$erent alternatives exist. This paper con-

siders the simple linear interpolation

!=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

!1 for#6 −$

!1 +
!2 − !1
2$

(#+ $) for − $¡#¡$

!2 for#¿ $

(7)

although extra smoothing can be gained considering other functions, as the sine function used in
Reference [14].
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However, the interpolation of the "uid properties as a function of #, requires the value of #
indicating the signed distance to the interface, i.e. # being a distance function. Besides, requiring
|grad#|=1 also avoids spurious interfaces appearing and contaminating the problem solution.
To keep # as a distance, this paper follows the approach proposed by Sussman et al. [14] within

the !nite di$erence context: once # has been advected up to a certain time tn, to correct #( &x; tn)
the following problem is evolved to steady state:

@ 
@t
+ S(#n)|grad  |= S(#n) (8)

with initial conditions

 ( &x; t)=#n( &x)

where

• S( ) is the sign function and
• #n is the solution of Equation (6) at time tn, #( &x; tn).

Clearly, the zero-level set of  , indicating the front position, matches that of #n, thus the term
front capturing, and, when reaching the steady state, |grad  |=1. Thus, while #n is not a distance
function, the steady state solution of Equation (8) will be.
Equation (8) can also be written as

@ 
@t
+ S(#n)

grad  
|grad  | grad  = S(#n) (9)

showing that this problem consists in advecting  by a velocity !eld

&v= S(#n) grad  =|grad  |

Therefore, the same algorithms used for advecting the indicator function can be used with
advantage to evolve Equation (8) to steady state. Besides, speci!c numerical schemes for this type
of equation are also available [20].
It is also noted that the velocity !eld is the unit normal pointing outward from the zero-level set.

Therefore, the zero-level set is the appropriate inlet boundary to prescribe the boundary conditions
for this problem.

2.3. Summary

The method proposed in this paper to solve the two "uids "ow problem consists, of the following
for each time step:

1. Solving the Navier–Stokes equations of motion (1) and (2) with the appropriate initial and
boundary conditions.

2. Solving the advection of the indicator function (6) initialized as a signed distance to the interface
and considering the appropriate boundary conditions.

3. Capturing the interface and keeping the indicator function as a signed distance to the interface
by evolving Equation (9) to steady state.

4. Interpolating the density and viscosity (7) for the next calculations.

The next section describes the discretization procedure for these problems.
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3. DISCRETIZATION

There is a large variety of FEM-based procedures available for the solution of advection-dominated
problems (see, for instance, References [21; 22]). Among them, the characteristics Galerkin method
has demonstrated an excellent performance in general type of problems [23], specially in situations
involving steep gradients in the !eld variables [24]. Thus, this procedure has been chosen to solve
the Navier–Stokes and the two advection problems.
The next section presents the details of the discretization.

3.1. Navier–Stokes

Time discretization of Equation (1) along the characteristics [18] results in the following semi-
implicit equation for time increment n

!
'&un

't
+ ! div( &un ⊗ &un)− div !n − 't

2
&un · grad[! div ( &un ⊗ &un)− div !n]n + gradpn+1 = &0

Body forces, as gravity, have been ignored in the above equation derivation.
Following now a fractional step procedure as proposed by Chorin [25], the velocity can be

decomposed into two parts

'&un='&u∗; n +'&u∗∗; n (10)

such as

!
'&u∗;n

't
+ ! div( &un ⊗ &un)− div !n − 't

2
&un · grad[! div( &un ⊗ &un)− div !n]n= &0 (11)

!
'&u∗∗; n

't
+ gradpn+1 = &0

which are complemented by the continuity equation

div &un+1 =0 (12)

For the spatial discretization, the computationally e#cient three-nodes triangles are preferred.
Furthermore, it is well known that the excellent performance of the low-order elements in the
solution of problems involving sharp fronts [26]. However, the Babu%ska–Brezzi condition [27; 28]
precludes using equal order of interpolation for both the velocity and pressure !elds unless some
stabilization is provided.
The selected scheme provides such stabilization [17; 21; 24; 29; 30] and therefore it allows using

the linear interpolation of both the velocity and pressures

&u=N &u

p= &N · &p

where N= &N are the shape functions matrix=vector for the three-node triangle.
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3.1.1. Step 1 : fractional velocity discretization. Therefore, the discretization of the fractional
momentum equation starts from

!
'&u∗

't
+ ! div( &u⊗ &u)− div ! − 't

2
&u · grad[! div( &u⊗ &u)− div !] = &0

where the superscript n has been dropped for convenience. Using the standard Galerkin weighting
it results in

∫

(

!
't
NTN d('&u∗∗ +

∫

(
!
(

NT +
't
2
CT

)

div( &u⊗ &u) d(−
∫

)−)%
NT! &n d&

−'t
2

∫

)
! &u · &nNT div( &u⊗ &u) d&−

∫

)%
NT &ts d&+

∫

(
BT! d(= &0 (13)

where, considering Cartesian co-ordinates,

CI =

⎛

⎜

⎜

⎝

NI div &u+
@N I

@x
ux +

@N I

@y
uy 0

0 NI div &u+
@N I

@x
ux +

@N I

@y
uy

⎞

⎟

⎟

⎠

for node I

BI =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

@N I

@x
0

0
@N I

@y
@N I

@y
@N I

@x

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

!=

⎛

⎝

'x
'y
'xy

⎞

⎠

Besides, by using linear elements, the contribution of the higher-order spatial derivatives of the
velocity !eld, &u · grad(div !); has been neglected [18].
The boundary conditions are:

• On )% a shear traction &ts is prescribed. As &ts= ! &n, care should be taken to properly deal with
the pressure in the shear traction prescription: &ts= ! &n= ! &n+ p &n= &t + p &n.

• Fluid velocities are prescribed on )−)%. However, conditions on '&u∗ are unknown. There-
fore, the integral

∫

)−)% N
T! &n d& cannot be omitted by assuming '&u∗ is known at the boundary.

Calculating this integral, as proposed by Codina [19], eliminates additional assumptions, as
in Reference [17], and possible inaccuracies. In this way, '&u∗ is calculated at each node in
the mesh and used later.
It is pointed out that in the case of linear triangles, the !rst derivatives, i.e. gradient and

divergence, of the di$erent !elds involved in the calculations are constant within the element.
Therefore, they will always be calculated at one Gauss point location.
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However, !(NT + 't=2CT) div( &u ⊗ &u) is cubic at the front, where the density varies linearly,
and quadratic everywhere outside the front. Therefore, density, velocities and shape functions in-
volved in the integral calculation are determined at three Gauss points. Although slightly inaccurate
at the front, it provides an adequate compromise between computational e$ort and the required
accuracy.
Finally, constant source terms, such as gravity, can be directly added to the right-hand side of

Equation (13) as
∫

(
!NT &b d(

This integral is calculated using one Gauss point.

3.1.2. Step 2 : continuity equation discretization. Taking into account the continuity equation at
time t n+1

div &un+1 =0

and using the incremental momentum split,

!
'&u∗∗;n

't
+ gradpn+1 = &0 (14)

the time discretized continuity equation results in

div &un;∗ −'t div
(

1
!
gradpn+1

)

=0

were &un;∗= &un +'&un;∗. Note that to improve the accuracy, as explained in the previous section,
the term div &un is kept in the calculations.
Following now the standard Galerkin discretization, this equation becomes

∫

(

1
!
grad &N gradT &N d(' &pn

= − 1
't

∫

(
div &un;∗ &N d(−

∫

(

1
!
grad &N gradpn d(+

∫

)−)p

1
!
gradpn+1 · &n &N d&

where it has been assumed that the pressure is prescribed on )p.
To calculate the boundary integral, Equation (14) is projected along the normal, &n,

1
!
gradpn+1 · &n=− 1

't
[ &un+1 − ( &un +'&u∗;n)] · &n

resulting in
∫

)−)p

1
!
gradpn+1 · &n &N d(=− 1

't

∫

)−)p
[ &un+1 − ( &un +'&u∗;n)] &n &N d&
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This procedure avoids neglecting gradpn+1 as in References [19; 21] and, thus the boundary
integral on )− )p.
Another possibility, which has been successfully used in the context of Solid Dynamics [31], is

approximating gradpn+1 by its value at the previous time step, gradpn.
The former alternative provides better accuracy and therefore it is preferred. In this way, the

system of equations to solve and calculate the pressure increment is
∫

(

1
!
grad &N gradT &N d(' &pn= − 1

't

∫

(
div &un;∗ &NT

d(

−
∫

(

1
!
grad &N gradpn d(− 1

't

∫

)−)p
[ &un+1 − ( &un +'&u∗;n)] &n &NT

$(

3.1.3. Step 3 : velocity correction. Once the pressure increment has been determined in the previ-
ous step, the velocity increment '&u∗ should be corrected for the e$ects of pressure. This is done
by solving the spatial discretization of (14) to calculate '&u∗∗:

∫

(

!
't
NTN d(' &u∗∗;n +

∫

(
NTgradpn+1 d(= &0 (15)

which, according to (10) is added to '&u∗;n to obtain '&un.
Finally, &un+1 is obtained taking into account the corresponding boundary conditions on )u.

3.2. Indicator advection

3.2.1. Step 1: pure advection. The indicator function # is advected by the "uid velocity accord-
ing to

@#
@t
+ grad# · &u=0 (16)

and initialized as the signed distance to the initial front position

#(&x; t=0)= ± distance to the front (17)

The time discretization of (16) along a characteristic results in

'#n

't
+ grad#n · &un − 't

2
grad(grad# · &u)n · &un=0

and the Galerkin spatial discretization in
∫

(

1
't

&N ⊗ &N d(' &#+
∫

(
grad# · &u

(

&N +
't
2
( &u · grad &N + div &u &N )

)

d(

−'t
2

∫

)−)#
grad# · &u( &u · &n) &N d&= &0

(18)

where the superscript, n, has been dropped for convenience.
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The procedure followed to initialize # in the general case as the signed distance to the initial
front position, Equation (17), consists of:

• making !rst #(&x; t) to be a signed step function of amplitude 2a, #(&x; t)= a S(&x − &&),
where
— 2a is the value assigned for the jump across the front. In the examples presented in this
paper, a= $, as de!ned in Equation (13).

— && indicates the initial front position and
— S() is the sign function.

• evolving this step function of amplitude 2a using the method described in Section 3:2:2 to
convert it to a distance function.

1. To get a well-posed initial boundary value problem, in addition to the initial conditions
(17), the value of # should be prescribed at any time along that part of the boundary, )#;
which corresponds to the incoming characteristics [21; 26; 32]. As in the current problem the
characteristics are particle paths, # should be prescribed at the "uid inlet boundaries, where
&u · &n¡0.

The right value of # on )# at any time t is the distance to the front

#(&x; t)= ± distance to the front at time t; &x ∈ )#

but, as the front position is unknown, #(t) |)# is also unknown.
The method used here consists of approximating the value at t n+1 by the value of t n

#(&x; t n+1)=#(&x; t n) &x ∈ )#

leaving the calculation of the right value of #(&x; t n+1) for the global correction step performed
next to keep # as a distance function.
Finally, as most of the integrals in (18) involve second-order functions, the examples presented

in this paper are solved using three Gauss points. However, it is pointed out that only one Gauss
point could be su#ciently accurate and slightly faster [26].

3.2.2. Step 2 : correction. As described in Section 2.2, once # has been advected up to time t n

using the algorithm described in the previous section, it is transformed into a distance function,
denoted as  , by evolving

@ 
@t
+ S(#n)

grad  
|grad  | grad  = S(#n) (19)

to steady state, with initial conditions

 (&x; 0)=#(&x; t n)

As already pointed out, #(&x; t n) and the steady-state solution of (19),  , share the same zero-
level set. Thus, (19) preserves the "uid-to-"uid interface.
Taking into account that the velocity !eld in this problem is

&v ≡ S(#n)
grad  
|grad  | (20)
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and, thus,

&v · grad ( )= S(#n)|grad  |

the discretized form of Equation (19) is
∫

(

1
't

&N ⊗ &N d(' & 
k
=

∫

(

&N S(#n)
[

1− |grad  k |
(

1 +
't
2
div &vk

)]

d(

−
∫

(

't
2
grad  grad &N d(+

't
2

∫

)
grad  · &n &N d&= &0

(21)

where the superscript k stands for the iteration number towards the steady state.
As only the steady state is of interest, use of the local time-stepping procedure [21; 26] is

suggested for convergence acceleration.
It is pointed out that as the velocity !eld in this problem

&v ≡ S(#n)
grad  
|grad  |

is not divergence free an stabilization term div &v appears in Equation (21). This term involves
the calculation of second-order derivatives of  . In the authors experience, neglecting it could
slow down convergence to steady state and it could result in errors. Therefore, nodal recovery
techniques are used to calculate the nodal values of grad  and then, using its de!nition, the nodal
velocities. From the nodal velocities, calculation of div &v is straightforward.
For the simple linear triangle used in this paper, the variational recovery is su#cient. Further-

more, Equation (21) uses the div &vk term only as a correction to the !rst-order advection term.
Thus, small errors in the recovery are irrelevant and, consequently, the recovery calculations are
carried out simply using the lumped mass matrix.
Finally, to get a well-posed initial boundary value problem, the boundary conditions should be

stated. As for any hyperbolic problem, the value of  should be prescribed at the inlet boundaries.
In the current problem, the characteristics are given by the vector &v (20), the unit normal pointing
outward from the front, i.e. the inlet boundary for this problem is just the front.
Therefore (1) the boundary integral in (21) should be extended to the whole body boundary

and (2)  should be prescribed only at the front, where it should be zero.
Regarding the second point, the front thickness is 2$. Therefore, all nodes located inside the

front, i.e. those nodes ful!lling | (&x)k | 6 $, are left unchanged during the iteration k of the
correction step.
The value of the front thickness, 2$, as stated in Section 2.2, is of the order of the mesh size.

In the examples presented in this paper

$= 3
2hmax (22)

where hmax is the size of the largest element in the mesh.
Another possibility to address the issue of prescribing the boundary values of  consists in !xing

only those nodes adjacent to the zero-level set of  . This purpose can be achieved by detecting the
elements crossed by the front and leaving unchanged their nodal values during the correction steps
Both methods leave unchanged the position of the zero-level set of  during the correction steps.

The results of the numerical tests presented in this paper do not favour one speci!c procedure
either in terms of accuracy or e#ciency.
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The stopping criterion for the iteration used in this work is

total nodes
∑

1
| k+1(&x; tn)−  k(&x; tn)|¡$ (23)

In case the error calculation (23) extends over the whole mesh, much of the time is expended
ful!lling the criterion in zones located far from the front. As the critical issue in the far !eld is
avoiding appearance of false interfaces, small errors in the far !eld could be accepted. In this case,
nodes located far from the front are removed from the error calculation in (23) and convergence
accelerated.
Comparison of the results for a number of tests cases showed that extending the calculations in

(14) to a tube thickness

| k+1(&x; tn)|¡10 ∗ $

is su#cient for most applications. However, care should be taken to avoid the front crossing the
tube at the end of a time step.

3.3. Stability requirements on the time step increment

Coupling of the two problems is solved in each time step in a staggered way. First, the Navier–
Stokes equations are solved and then, the new front position is determined as the solution of the
transport problem. In this way, the density and viscosity to be used for the next time step can be
calculated.
The feedback from the advection step, i.e. the new front position, is extremely important in

the case of high-density ratios between the two "uids while for low-density ratios, a number of
advection steps can be advanced within the same Navier–Stokes step.
The maximum time step increment allowed for the solution of the Navier–Stokes equation is

calculated from the condition [21]

C 6

√

1
P2e
+ (− 1

Pe

where C is the Courant number; C = | &u|=h='t, Pe is the Peclet number, Pe= | &u|"=! ∗ h=2 and h is
the element size, which has been considered here as the minimum triangle height and, (=1 when
using the lumped mass matrix and (= 1

3 when using the consistent mass matrix.
The corresponding restriction in the time step increment for the advection equation is

C 6 ( (24)

Therefore, for one of the two problems, Navier–Stokes or the indicator advection, the time step
will not be the optimum one. This will result in unwanted oscillations and lack of accuracy for that
problem [21]. Furthermore, even for the problem setting the time step increment and, thus, being
the optimum for that problem, the time step increment will not be optimum for all the elements
in the mesh due to their di$erent sizes.
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Figure 1. A colour drop advected by a uniform "ow. Problem lay-out.

To solve this issue, this paper follows the approach presented in Reference [21]. This approach
consists in calculating the time step increment used in the stabilization terms as

't=
(opt h
| &v |

where the value of (opt can also be found in Reference [21].
The test cases presented in the next section have been solved using the lumped mass matrix for

the Navier–Stokes problem and the consistent matrix for the advection one. However, in the general
case, using the consistent mass matrix also for the solution of the Navier–Stokes problem will result
in a more accurate solution of the basic "ow problem [21; 26] and will help in eliminating spurious
oscillations. To save computer e$ort, the consistent matrix can be approximated by the iterative
correction described in Reference [33].
Finally, it is pointed out that the indicator function correction places no restriction in the critical

time step for the overall problem solution. However, the internal time step used to solve it,
should ful!l with the same conditions as those for the advection problem solution described above,
Equation (15).

4. NUMERICAL EXAMPLES

This section shows the capabilities of the methods presented in this paper when solving a number
of test problems.

4.1. A colour drop advected by a uniform "ow

This test involves a drop of a colour, with radius 0.3, advected by a uniform "ow in a 3:0× 1:2
rectangular domain. The "ow velocity is 1.0, constant everywhere in the domain and it is assumed
that the presence of the drop does not a$ect the "ow.
Figure 1 presents the domain, discretized using 1213 nodes in 2280 triangular elements. The

drop advection is solved using the characteristics Galerkin method described in Section 3.2.1. The
indicator function # is taken as a cone with unit height.
Figure 2 depicts the contours of # at di$erent instants. It is observed that the method is di$using

the drop contour. Thus, an interpolation of the "uid properties across the interface as that in
Equation (7) would result in oscillations.
Figure 3 presents the drop contour, i.e. the zero-level set of # at the same instants as above,

calculated using the proposed reinitialization. It is observed that the contour remains sharp during
the transport and maintains the initial circular shape.
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Figure 2. Pure advection of a colour drop by a uniform "ow. Contours of the indicator function.

Figure 3. Drop contour calculated using the proposed reinitialization.

Figure 4. Advection of a colour drop. Pseudo-concentration function pro!les calculated along
the central horizontal line assuming # is initialized as: (a) a cylinder; (b) a cone and (c) using

the level set with reinitialization.

To further substantiate these observations, Figure 4 depicts the pseudo-concentration function
pro!les along a central horizontal line at t=1:76 for these two cases. Also included in this !gure
is the pro!le calculated when using a steep # function as it is a cylinder. These results make clear
that the reinitialization levels out the oscillations existing even using a smooth de!nitions for #,
as it is the cone, and it maintains the drop radius through the advection.

4.2. Flow in a T-branch

This example tests the capability of the proposed advection technique to transport and to merge
two interfaces. For this purpose, this test analyses a colour coming into a T-branch from two
di$erent inlet boundaries and advected by a steady-state "ow.
Figure 5 presents the problem lay-out. The mesh consists of 552 nodes and 972 linear nodes

triangles.
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Figure 5. Flow in a T-branch: mesh and problem lay-out.

Figure 6. Flow in a T-branch: (a) velocity contours and (b) velocity vectors.

The colour comes into the domain with a velocity u=0:15m=s at section AB and with velocity
u=0:10m=s at section CD. The pressure is prescribed as zero at section EF and perfect slippage
between the "uid and the walls is assumed at the remaining walls of the domain. Normal velocity
is set to zero along AE, BC and DF.
Considering Re=25 calculated at section AB, the steady-state "ow has been determined inde-

pendently from the colour advection using the algorithm described in Section 3.1. Figure 6 presents
the calculated velocity vectors and contours for steady-state conditions.
Figure 7 presents the evolution of the interfaces through its advection. Clearly, the coalescence

of the two interfaces is held without any di#culty.
To illustrate the need of the indicator function reinitialization to accurately calculate the interface

position, Figure 8 presents the results obtained now without the proposed reinitialization. It is clear
that in this case as the front meets areas where velocity gradients exists, the solution accuracy
greatly deteriorates. Therefore, it is important performing the propose reinitialization when the
solution of the "ow problem is strongly coupled to the interface position, as in the examples
presented next.
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Figure 7. Evolution of the colour interface as
advected by the "ow.

Figure 8. Evolution of the colour interface calcu-
lated without reinitialization.

Figure 9. Flow around a cylinder: problem lay-out and mesh.

4.3. Flow around a cylinder

The next example shows the performance of the method when solving the "ow around a cylinder.
Initially, a "uid with viscosity "=2:0× 10−5 Pa s and density !=1:0 kg=m3 is at rest !lling a
rectangular domain which contains a circular cylinder.
At time zero, another "uid, characterized by "=2:0× 10−5 Pa s and !=103 kg=m3, starts enter-

ing into the domain with horizontal uniform unit velocity, interacting with the existing one. Figure 9
depicts the problem lay-out and the mesh of 529 nodes in 988 three-node triangles used in the
problem discretization.
Figure 10 presents the calculated pressure and velocity contours along with the interface position

at di$erent instants. It is pointed out that while using the same order of interpolation for velocities
and pressures, oscillations in the pressure !eld are not present.

4.4. Step cavity

Dhatt [10] and Medale [11] used this test to check the performance of their methods in complex
"ow problems. The test consists in !lling a cavity with a step and initially !lled with air at rest,
using a molten metal. Therefore, the example includes again the e$ect of each "uid "ow on the
other "uid and involves large-density ratios between both "uids.
Figure 11 presents the problem lay-out and the discretization by a mesh of 557 nodes and 989

three-node triangles.
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Figure 10. Flow around a cylinder: pressure and velocity contours and interface postion evolution.

Figure 11. Step cavity: problem lay-out and mesh of three-node triangles.

A "uid with density 1:0× 103 and viscosity "=2:0× 10−2 starts coming into the domain through
section AB, with a horizontal velocity of 0.1. The cavity is initially !lled with air, with density
!=1:0 and viscosity "=2:0× 10−5. A zero pressure datum is set at C and perfect slippage is
allowed on the walls, i.e. there is no friction of the "uid with the walls. Normal velocities along
BC and A are set to zero. Finally, the test includes the e$ect of a gravity force with value 9.81.
Figure 12 presents the calculated interface position evolution and the velocity vectors.

5. CONCLUSIONS

This paper presents a method to solve "ow problems involving two immiscible "uids within the
FEM context.
The proposed procedure discretizes the Navier–Stokes equations and the pseudoconcentration

function advection along the characteristics, the characteristics Galerkin method. Additionally, the
solution of the Navier–Stokes problem uses a fractional-step method that allows equal order of
interpolation for both the velocity and pressure !elds. In this way the same mesh of three-node
triangles can be used for both problems solution.
Interface position is determined using the level set method and a fast algorithm to preserve

accuracy. This procedure shows no problem in handling di$erent interfaces merging and, contrary
to existing approaches, it can be easily extended to the solution of 3D problems.

Copyright ? 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2001; 50:645–663



662 M. QUECEDO AND M. PASTOR

Figure 12. Step cavity: (a) interface position evolution and (b) velocity vectors.
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Abstract

Analysis of a variety of dynamic phenomena requires simultaneous resolution at both atomistic and continuum length
scales. A combined molecular dynamics and finite element method approach, which we discuss in this paper, allows us
to find the balance between the necessary level of detail and computational cost. The combined method is applied to the
propagation of a laser-induced pressure wave in a solid. We find good agreement of the wave profile in the molecular
dynamics and finite element regions. This computational approach can be useful in cases where a detailed atomic-level
analysis is necessary in localized spatially separated regions whereas continuum mechanics and thermodynamics is sufficient
in the remainder of the system. c⃝ 1999 Elsevier Science B.V. All rights reserved.

PACS: 02.70.Ns; 02.70.Dh; 61.80.Az
Keywords: Multiscale simulation; Molecular dynamics; Finite-element method; Laser ablation

1. Introduction

Over the years a number of approaches have been
developed to simulate dynamics in condensed phases.
In the atomistic regime, the molecular dynamics
(MD) simulation technique has been successfully ap-
plied to a variety of phenomena including structures
of liquids [1], energetic particle bombardment of
solids [2], reactions at surfaces [3], and crack prop-
agation [4,5]. On the other hand, the finite element
(FE) method is successful in modeling propagation
of elastic waves and heat transfer through material
at macroscopic length scales [6,7]. A schism arises,
however, when one wants to examine phenomena that
occur at an intermediate length regime and yet still
retain an atomic-level resolution in some regions of
interest. In principle, one could make MD simulations

larger but even simulations with ∼ 1061108 particles
are not sufficiently large to deal efficiently with situ-
ations such as propagation of the pressure waves de-
veloped in simulations of laser ablation [8], energetic
cluster impact [9] or crack propagation [4,5,10].
In particular, the generation of strong pressure

waves is a natural result of the fast energy deposition
in short pulse laser ablation [8,11,12]. The develop-
ment and propagation of these waves occur at length
scales that are beyond the capability of the MD sim-
ulation technique [8,11]. One problem is that a pres-
sure wave reflected from the boundaries of the MD
computational cell can interfere with the processes
in the ablation region and hinder interpretation of
the results of the simulation. Recently we developed
a simple and computationally efficient approach for
simulating the non-reflecting propagation of a pres-

0010-4655/99/$ - see front matter c⃝ 1999 Elsevier Science B.V. All rights reserved.
PII S0010-4655(98)00175-1
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sure wave out from the MD computational cell [11].
While providing an efficient way to avoid artifacts due
to pressure wave reflection, the non-reflecting bound-
ary conditions are not sufficient for more challenging
scenarios in which there are several regions where
molecular-level analysis is needed. For example, in
addition to ablation at the front side of the irradiated
sample, the interaction of the laser induced compres-
sive pressure pulse with the back surface of the target
can cause the desorption of the molecules adsorbed at
the back surface, an effect known as acoustic desorp-
tion [13], or lead to the failure process known as back
spallation [12]. Moreover, in many heterogeneous
systems such as pigmented biological tissues [11,14]
or polymer films containing graphitic nanoparticle
sensitizers [15], the ablation or damage mechanisms
are defined by intensive processes occurring in the
immediate vicinity of the spatially localized absorbers
embedded in a transparent medium. While the sizes
of the systems of interest in these cases are far beyond
the capabilities of the MD method, the areas where
an atomic or molecular level analysis is necessary
can be small enough to be amenable to a treatment
by the MD method. The rest of the system, where
relative displacements of the atoms are small, can
be treated by the use of continuum mechanics and
thermodynamics.
A natural approach to the simulation of multi-

scale processes, thus, is to combine a MD simulation
for the critical regions within the system with a FE
method for a continuum description of the remainder
of the system. There have been a number of works
where the FE method is used to simulate an adequate
static [10,16,17], and dynamic [10] response of
surrounding material to the processes in the MD com-
putational cell. In the present work we demonstrate
that application of a combined MD1FE technique can
be extended to a multiscale simulation of a system
with multiple interacting MD and FE regions.
Here we test this approach on the propagation of

a laser induced pressure wave from the ablation re-
gion through a micrometer-sized sample using a two-
dimensional (2D) model. The extension to three di-
mensions is straightforward and is currently under de-
velopment. The computational method is described in
Section 2, and the application of the method to the
propagation of a pressure wave through the succes-
sively arranged MD, FE, and another MD region of

the model is given in Section 3.

2. Computational method

A computational approach for multiscale dynamic
simulations that combines molecular and continuum
descriptions of different parts of the system is outlined
in this section. We give the essence of the MD and FE
techniques, show the computational similarities, and
discuss a simple prescription for combining the two
methods.
In MD simulations a computational cell is repre-

sented by a set of N particles with coordinates {ri}
and momenta {pi}. The time evolution of the system
is governed by Newton’s second law,

mi d
2ri/dt

2 = −∇iU(r1, r2, . . . , rN) , (1)

where mi is the mass of the ith particle, F i =
−∇iU(r1, r2, . . . , rN) is the force acting on the ith
particle due to interaction with other particles in the
system, and U(r1, r2, . . . , rN) is the interaction po-
tential. The initial positions and velocities of the par-
ticles together with the interaction potential define the
whole set of thermodynamic, elastic and mechanical
properties of the model material.
The set of 3N second-order differential equations,

Eq. (1), is often solved by recasting it as a set of 6N
first-order Hamilton’s equations of motion,

dpi/dt = −∇iU(r1, r2, . . . , rN) ,

dri/dt = pi/mi . (2)

Given the initial positions and momenta of the system,
integration of Eq. (2) yields the total trajectory of the
system. With a knowledge of the trajectories of all
the particles, one can calculate spatial and temporal
distributions of energy, temperature and pressure, as
well as monitor the structural and phase changes in
the system.
In the FE method the continuum system is divided

into a finite number of elements which are usually
much larger than an individual particle in a MD simu-
lation. Each element is characterized by its geometry,
a sequence of points or nodes on its periphery, and by
a set of properties of the material. In particular, tri-
angular plane-stress elements, used in 2D simulations
discussed in the next section, are shown in Fig. 1. The
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Fig. 1. Transition zone between the MD and FE regions of the sys-
tem. Black dots represent MD particles. Open circles represent FE
nodes. Open circles with black dots inside represent node-particles
in the transition layer.

dynamics of a non-dissipative medium is defined, in
the linear approximation, by the following equation
for the displacements, a, of a set of n nodes,

Md2a/dt2 = −Ka + F ex . (3)

In this system of n coupled second-order differential
equations, d2a/dt2, is a vector of nodal accelerations,
M is a mass matrix defined by the geometry of the el-
ements and the density of material, K is the stiffness
matrix that is defined by the geometry of the elements
and elastic moduli of material, and F ex is the external
force applied to the nodes. The techniques for con-
struction of a FE mesh and calculation of mass and
stiffness matrices appropriate for the simulation of a
particular system are covered in an extensive litera-
ture, see for example Ref. [18].
A dynamic simulation with both MD and FE tech-

niques involves integration of the equations of motion,
Eqs. (1) and (3). An apparent similarity of Eqs. (1)
and (3) suggests the possibility for coupling of the two
dynamic simulation techniques. From one perspective,
if the interaction potential used in the MD method is
assumed to be harmonic, then ∇iU becomes a linear
function of displacement as in Eq. (3). From the other
side, the stiffness matrix, K, is defined by the elastic
constants of the system [18] and calculation of the
elastic constants from a given functional form of the
interaction potential is straightforward [10]. Thermal
effects, damping, and nonlinearity can be introduced
into the finite-element analysis [6,7,10,18] providing

a more accurate match with the properties of MD sys-
tem defined by a realistic interaction potential.
In order to effectively combine the regions de-

scribed by the MD and FE methods into a single
model, one not only has to ensure consistency be-
tween the properties of the discrete and continuum
media, but also to provide a smooth transition be-
tween the two media. In the present work the coupling
of the two descriptions of the media is brought about
by a transition zone in which the FE nodes coincide
with the positions of the particles in the MD region,
Fig. 1. The width of the transition zone is equal to
the cutoff distance of the interaction potential used in
the MD region, two layers of particles in this case.
This provides a complete set of neighbors within the
interaction range for all particles in the MD region.
Particles that belong to the transition zone interact
via the interaction potential with the MD region. At
the same time the transition zone constitutes a part
of the FE grid, where the nodes coincide with the
MD particles, and experience the nodal forces due to
the FE grid. The forces exerted on the particle-nodes
in the transition zone due to the interaction with the
MD region make up the external forces F ex in the
equations of motion for the FE nodes, Eq. (3). F ex is
nonzero only in the transition zone between the MD
and continuum regions. In order to avoid a density
mismatch at the boundary, the mass at each node in
the transition zone is set equal to the mass of the MD
particle. Both Eqs. (1) and (3) are solved using the
same integration scheme, which increases the stability
in the transition region.

3. Application to laser ablation

In this section we illustrate the computational effi-
ciency and accuracy of the combined MD and FE ap-
proach. The method is applied to the multiscale simu-
lation of laser ablation of a molecular solid and prop-
agation of a laser induced pressure wave from the ab-
lation region through a micrometer-sized sample. The
schematic view of the model consisting of the succes-
sively arranged MD, FE, and another MD region is
shown in Fig. 2.
A relatively small surface region, part A in Fig. 2,

where complex processes of laser energy deposition,
overheating, buildup of high pressure, disintegration
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Fig. 2. Schematic picture of the model system.

and ejection of a significant amount of material are
occurring, does require a molecular level analysis
and is simulated by the MD method. A breathing
sphere model for MD simulations of laser abla-
tion [8] has significantly expanded the time and
length scales accessible for this molecular level sim-
ulation and has provided insight into the microscopic
mechanisms of laser ablation and damage of organic
solids [8,11,19,20]. In this work we use a 2D version
of the breathing sphere model, described in detail in
Ref. [8], for simulation of the surface region of the
irradiated sample.
The high pressure associated with the fast energy

deposition and ablative recoil lead to the development
of a pressure wave that propagates deeper into the
sample [8]. The long-range propagation of the pres-
sure wave is simulated using the FE method, part B
in Fig. 2. In this work the FE part of the system is de-
scribed within the linear approximation with triangu-
lar elements [18] under plane stress conditions [21].
Generally, complete compatibility between the MD
and FE regions requires implementation of nonlinear
elasticity and inclusion of anisotropy of the material in
the FE method [10]. Introduction of nonlinearity into
the FE method involves an adjustment of the stiffness
matrix at each integration step whereas anisotropy in-
creases significantly the number of nonzero elements
in the stiffness matrix [6,7,22]. Although neither of
these factors make an apparent problem, the stiffness
matrix in this simple test case could, in principle, be
∼ 60 million double precision numbers. We have thus
made efforts to use only the nonzero elements to save
computer memory. Thus for this first test case, we
chose to use an isotropic and linear stiffness matrix. In
order to partially account for nonlinearity within our
linear isotropic FE continuum, we calculate the stiff-
ness matrix based on an effective elastic modulus ob-
tained from the average velocity of the pressure wave

propagation in the MD region. This approximation al-
lows us to decrease energy reflection at the boundary
between the MD and FE parts as compared to the sim-
ulation with an elastic modulus obtained from the in-
teraction potential [10,21]. The value of the effective
2D Young’s modulus used in the stiffness matrix is
0.27 eV/A2, 22% higher than the one obtained from
the interaction potential. A value of 1/3 is used for
Poisson’s ratio of a two-dimensional isotropic mate-
rial [21]. A regular triangular mesh with 145 rows
of elements along the direction of the pressure wave
propagation is used to represent the continuum region.
The internode distance varies from 0.58 nm in the
transition layer, which corresponds to the interparticle
distance in the MD region (Fig. 1), to 4 nm in the
bulk. Of the total number of 3909 finite-element nodes
about one third are in the vicinity of the MD regions
in order to provide a smooth transition from the small
elements in the transition region to the larger elements
in the middle of the continuum region.
The third part of the system, marked as part C in

Fig. 2, is a region at the back of the sample. The in-
teraction of the laser induced pressure wave with the
back surface can cause a mechanical damage in the
surface region [12] or lead to the desorption of the
adsorbed molecules [13]. In order to study the mi-
croscopic mechanisms of the damage and desorption
in part C, we have to switch back from the continuum
FE method in part B to a molecular level MD method.
Thus, the complete computational cell (Fig. 2) con-

tains 117600MD particles in two MD regions, a finite-
elementmesh with 3909 nodes, and 560 particle-nodes
in two transition zones. The size of the system is 81
by 965 nm. Periodic boundary conditions in the direc-
tion parallel to the surface are imposed, thus the ef-
fects of the edges of the laser beam are neglected and
a plane pressure wave propagates from the ablation
region. The laser penetration depth is 32 nm and the
laser pulse duration is 15 ps. TheMD regions consume
most (∼ 98%) of the computer time in the simulation.
The computational setup described above is used

to simulate the propagation of a compressive pressure
wave within the irradiated sample. Fig. 3 shows the
pressure profile at different times following irradiation
with a 15 ps laser pulse. The pressure wave generated
in the ablation region reaches the first transition zone
approximately 60 ps after the start of the laser pulse.
From 60 ps to 245 ps the wave moves through the FE
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Fig. 3. The propagation of the pressure wave through the different regions of the model sample. Pressure profiles are shown for four
different times after the start of the 15 ps laser pulse.

region and by 245 ps it reaches the second MD region.
We observe a good agreement in the wave profile shape
in all three regions of the model (parts A, B, and C).
There are, however, a few changes in the wave profile.
First, the wave front becomes less steep after passing
through the first transition region. Second, there is an
apparent smoothing of the wave profile as it has prop-
agated to the FE region. Both of these differences are
ramifications of having a molecular resolution in the
MD region and a more course grid in the FE region.
The high spatial resolution of the pressure wave sim-
ply cannot be described by the FE grid. Third, while
the pressure wave propagates through the FE region,
additional peaks spaced by 10120 nm appear on the
wave profile. The spacings between the peaks corre-
spond to the characteristic frequencies of the FE grid.
It appears that the sharp front of the pressure wave has
caused a ringing in the FE grid. It is, of course, desir-
able to eliminate these differences. To accomplish this,
however, would demand that the FE method resolu-
tion be the same as in the MD region. The wave prop-
agates through the second transition zone between the
FE and MD regions (parts B and C) without changes
because in this case the wave is going from a course
grid to a finer MD resolution.
In order to test additionally the combined MD1FE

approach, we performed a large-scale MD simulation
with a 310 nm long computational cell consisting of
86800 particles. Propagation of the laser induced pres-
sure wave from the ablation region to the back side of
this computational cell takes about 100 ps. The pres-

sure distributions at 100 ps in the combined MD1FE
model and in the pure MD model are shown in Fig. 4.
Except for differences due to the smoothing in going
from the fineMD resolution to the course FE grid, both
profiles have the same amplitude and shape. Compar-
isons of the energy in these two models indicate that
only ∼ 5% of the pressure wave energy is reflected at
the transition zone.

4. Conclusion

A computational technique based on a combination
of MD and FE methods has been implemented and
tested on the propagation of a pressure wave induced
by laser irradiation of an organic solid. Good agree-
ment of both the total energy of the wave and the wave
profile in MD and FE parts is observed in the simu-
lation. The real strength of this combined approach is
that a pressure wave can be transported over micron
dimensions without losing the essential characteristics
of the wave profile. Certainly improvements can be
made. For example, nonlinear elasticity, anisotropy,
and heat transfer can be included in the FE method.
For our application, however, it is doubtful that any of
these changes would improve the agreement between
the pressure profiles shown in Fig. 4. An improvement
could be achieved by decreasing the grid spacing in
the FE region. This would lead to an increased mem-
ory requirement for the multiplication of matrices in
the FE calculation as well as an increase in computer
time. Ultimately each specific application determines
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Fig. 4. The pressure wave profile in the MD1FE system and the reference pure MD system at 100 ps. The solid line is for the combined
MD1FE system and the dash-dotted line is for the pure MD system.

its own tolerable accuracy and acceptable level of dis-
tortions caused by a more course space resolution in
the FE method.
In summary, the combined MD1FE technique al-

lows one to balance the level of details necessary
to provide reasonable accuracy in some regions of
the model with computational cost. In the field of
laser ablation this approach can readily be applied
to study back spallation, acoustic desorption, or laser
ablation/damage of heterogeneous systems with spa-
tially localized absorbers.
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A Boundary Element-Finite Element Procedure 
For Porous and Fractured Media Flow 

DEREK ELSWORTH 

Department of Mineral Engineering, Pennsylvania State University, University Park 

A coupled boundary element-finite element procedure is presented for linear and nonlinear fluid flow 
simulation in porous and fractured aquifers. Quadratic variation of both element geometry and funda- 
mental singularity is used in the constitutively linear direct boundary element formulation. Compatible 3- 
to 9-noded Lagrangian finite elements are used to represent the plane flow domain for mixed linear and 
nonlinear flows, alike. Nodes on the external contour of the boundary element domain are only retained 
if flux boundary conditions are not prescribed, thus resulting in reduced matrix dimension. The geo- 
metric conductance of the linear boundary element region is evaluated only once. The resulting system 
matrices remain sparse, positive definite, and may be arranged for symmetry. Nonlinearity, in this 
context, is restricted to turbulent flow at high Reynolds numbers, although other nonlinearities may be 
easily accommodated using a similar procedure. A Missbach relationship is implemented to represent 
turbulent flow in rock fractures. Turbulent effects are confined to the finite element domain, and the 
resulting nonlinear equations are solved by direct iteration. Validation studies are completed against 
analytical solutions to linear and nonlinear flow problems. Excellent agreement is obtained with rela- 
tively sparing nodal coverage. 

INTRODUCTION 

Numerical models provide an effective means of rapidly 
evaluating a number of comparative scenarios in the quantifi- 
cation of groundwater flows. The heterogeneous and dis- 
continuous nature of rock aquifers, combined with the limited 
access and penetration of standard site investigation pro- 
cedures, makes the acquisition and interpretation of basic hy- 
drologic data extremely difficult. High-quality numerical simu- 
lation techniques therefore provide an extremely important 
tool with which the impact of varied engineering or resource 
exploitation schemes may be readily evaluated. Sensitivity 
analyses of this nature provide a firm basis upon which subse- 
quent judgemental decisions may be made [Bachmat et al., 
1980]. 

Of the powerful numerical techniques available, formu- 
lations may be divided between domain and boundary formu- 
lations. Associated with individual models are intrinsic merits 

and demerits which regulate their performance in any set engi- 
neering situation. Domain formulations encompass finite ele- 
ment and finite d•ifference methods and require that the in- 
terior of the flow field is suitably discretized. Conversely, 
boundary solution procedures require only that the external 
edge contours of separate hydraulic zones be delimited as in 
the direct and indirect boundary element methods. 

Domain methods offer powerful attributes in that complex 
nonlinear flow behavior, such as that evident in partially satu- 
rated [Neuman, 1973] or turbulent flow [Elsworth, 1985], may 
be easily accommodated. The system matrices are nonfully 
populated and in many instances are sparse, allowing con- 
siderable economy in storage requirements and execution 
time. Further computational savings may be realized with the 
finite element class of domain solutions where elemental and 
global system matrices are guaranteed symmetric and positive 
definite for linear and nonlinear potential flow problems alike. 
The extensive meshing within the domain, however, exacerb- 
ates data input requirements and introduces additional inter- 
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nal degrees of freedom for which results are sometimes not 
required. Thus although the matrix bandwidth may be small, 
the number of active equations comprising the system may be 
extremely large. 

Boundary solution procedures are ideally suited to problem 
geometries of large volume to surface area ratio (equidimen- 
sional). Relatively trivial meshing is required, the dis- 
cretization being limited to the edge contour of hydraulically 
homogeneous zones. System matrices are, however, asymmet- 
ric and fully populated within identified hydraulic subregions. 
Additionally, the virtue exalted in requiring discretization over 
the domain contour only is negated if nonlinear analysis of the 
interior is attempted. Primarily for this reason, boundary solu- 
tion methods have not enjoyed popular application to nonlin- 
ear problems. 

Coupled boundary element-finite element procedures offer 
the potential of using each of the different numerical pro- 
cedures in the environment to which they are best suited. The 
innate strength of domain methods in dealing with constitu- 
rive nonlinearity, together with the relatively favorable struc- 
ture of the system matrices make them ideal candidates to 
describe the behavior of nonlinear regions embedded within 
otherwise linear systems. The effectiveness with which bound- 
ary element procedures may accommodate volumetrically 
large but constitutively linear domains presents an ideal 
medium with which the far field may be adequately repre- 
sented. Nonlinear effects discussed in the following sections 
are restricted to turbulent flows in fractured and porous- 
fractured media. 

PREVIOUS APPLICATION 

Previous applications of physical coupling between domain 
and integral methods are evident within the continuum me- 
chanics literature. These applications span the fields of wave 
mechanics [Chen and Mei, 1974; Shaw, 1978], electrostatics 
[Silvester and Hsieh, 1971], and elastostatics [Brady and 
Wassyng, 1981], although this list is not exhaustive. A fine 
summary and critical commentary on many of these methods 
is given in the work by Zienkiewicz et al. [1977]. Application 
to problems of Darcy fluid flow have been investigated by 
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TABLE 1. Equivalent Fracture Hydraulic Conductivities 

Equivalent Hydraulic 
Conductivity Exponent 

Hydraulic Zone Ke • 

1 gb2 1.0 
12v 

TM 2 [ b 3 4/7 

3 40 x/2 log 3.7 bX/2 1/2 
4 abe 1.0 

12v( 1 + 8.8(k/2b) 3/•) 

5 4a x/2 log 1.9 bX/2 1/2 

Shapiro and Andersson [1983]. A coupled procedure to accom- 
modate line finite elements representing fractures in two di- 
mensional space was presented using constant singularity 
boundary elements and linear variation finite elements. 

The following presents a coupled procedure using La- 
grangian quadratic basis functions to represent element geom- 
etry and dependent variables at the interface between finite 
element and boundary element regions. Interelement com- 
patability is therefore strictly enforced. A method of straight- 
forward coupling is used to condense out unnecessary nodal 
equations and application is investigated to linear and nonlin- 
ear flow problems. 

FLOW NONLINEARITY 

A generalized constitutive relationship for flow in saturated 
porous and fractured media may be represented by Darcy's 
law 

v -' --K • (1) 
where v is the Darcy flow velocity, &k/Ox is the driving hy- 
draulic gradient, and K(Ock/Ox) is the gradient dependent hy- 
draulic conductivity. The nonlinearity arises from mixed iner- 
tial and turbulent effects which operate simultaneously as flow 
velocities become significant. Both inertial and turbulent ef- 
fects are manifest as increased flow impedence when Darcy 
velocities are increased. Inertial impedance results from spatial 
accelerations within the flow field that may commonly be at- 
tributed to converging flow. These effects have been observed 
experimentally and may be deduced based on consideration of 
mometum balance within the Navier-Stokes equations [lrmay, 
1958]. Turbulent effects may be evident at the high-flow veloc- 
ities possible within open voided or fractured rock masses. 
Fractures, especially, provide open conduits in which high ve- 
locity flows may be realized under relatively modest hydraulic 
gradients. For rock fractures, the transition to turbulent flow 
is most conveniently indexed by recourse to the Reynolds 
number Re such that 

Re- 2bv/v (2) 

where b is the nominal fracture aperture, and v is the fluid 
kinematic viscosity. The nondimensional Reynolds number is 
extremely useful in fracture flow applications in that it is pos- 
sible to define the range over which certain hydraulic parame- 

ters are applicable. These hydraulic parameters are the con- 
stants in the commonly used Missbach and Forchheimer flow 
laws. 

The Forchheimer law uses a polynomial expression to relate 
the Darcy velocity v to driving hydraulic gradient c%k/c•x as 

(3) 
where a and • are experimentally determined parameters as- 
sumed constant over a given range of Reynolds numbers. The 
general correctness of this expression may be deduced from 
manipulation of the Navier-Stokes equations [Irrnay, 1958] 
with the constants a and • being properties of both the fluid 
and transmitting medium. For low velocity flows, a is equiva- 
lent to the reciprocal of hydraulic conductivity and • is near 
zero. 

Despite the analytical robustness of the Forchheimer re- 
lationship, the more compact Missbach law has found greater 
favor within groundwater applications related to fracture hy- 
drology [Louis, 1969] and flow in open voided materials 
[Leps, 1973] with some exceptions [Volker, 1969; 1975], The 
Missbach law links Darcy velocity v to driving hydraulic 
gradient through a power relationship of the form 

&p/Ox = cv • (4) 

where the proportionality constant c and the power exponent 
e are constant over given ranges of Reynolds number. The 
Missbach relationship of (4) may be inverted to yield 

eLaxj (5) 
where • -- 1/e and the equivalent hydraulic conductivity K e is 
constant only over a given range of Reynolds numbers. For 
laminar flow, K e is equivalent to the saturated hydraulic con- 
ductivity, and • is unity. For fully turbulent flow in a rough- 
walled fracture, the equivalent hydraulic conductivity K e may 
be determined empirically, and • is equal to 1/2. Transition 
from laminar to turbulent flow is indexed by a critical Reyn- 
olds number Re c. For rough-walled fractures, both the critical 
Reynolds number and the equivalent hydraulic conductivity 
are controlled by the ratio of mean fracture wall roughness to 
fracture double aperture k/2b. Experimentally derived suites of 
results are available [Louis, 1969] to quantify these parame- 
ters. Equivalent hydraulic conductivity magnitudes are given 
in Table 1 referring to the hydraulic zones, one through five, 
depicted in Figure 1. These results are germane to the follow- 
ing. 

FINITE ELEMENT IMPLEMENTATION 

The nonlinear hydraulic conductivity of (5) may be rear- 
ranged into a form directly analagous to Darcy's law for one 
dimensional flow as 

r,,: ra,l _ t34• (6) 0=-L eLaxJ •x = -K a• 
where K is an equivalent scalar value of nonlinear hydraulic 
conductivity, and • is set equal to 1 or 1/2 for laminar or 
turbulent flow, respectively. For two dimensional flow, the 

\ . 
appropriate hydraulic conductivity tensor relating cartesran 
Darcy velocities to cartesian gradients is given by -lffI where 
I is the identity matrix. For multinoded plane elements, para- 
metric representation of geometry (x, y) and total hydraulic 
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Fig. 1. Hydraulic zones for fracture flow [Louis, 1969]. 

head •b is appropriate. The point values of any of these param- 
eters within the bounds of a single element is therefore 

x = hrx (7a) 
y = hry (7b) 
qb = hr• (7c) 

where h r is a vector of basis functions, the vectoral (boldfaced) 
quantities are nodal values, and the left-hand sides represent 
interpolated values. Since equivalent nonlinear hydraulic con- 
ductivity K in the turbulent regime is a dependent function of 
hydraulic gradient, /• will, in general, vary within individual 
elements. Substituting Darcy's law of the form given in (6) into 
the normal Galerkin method and subsequently applying 
Green's theorem yields the matrix equation 

q= K• 

where q is a vector of prescribed nodal discharges defined per 
unit area, and K is a geometric conductance matrix. Equation 
(8) is equally valid at the elemental and global scales. For two 
dimensional analysis, the area integration required to evaluate 
the geometric conductance matrix K at the elemental level is 
given by 

K = b •n arRa df• 

single element and Lagrangian basis functions h for a variable 
3- to 9-noded element are used. 

Rather than describe the variation of equivalent nonlinear 
hydraulic conductivity over the elemental domain using the 
nodal based shape functions of (7), the magnitude of/• may be 
readily evaluated at the internal Gauss points. Dual or triple 
point quadrature may be used to evaluate all integrals of (9) 
with a dual-point scheme having proved sufficiently accurate 
for all examples completed to date. Since, for the turbulent 
case, K is a function of the maximum in-fissure hydraulic 
gradient, the magnitude of the gradients with respect to global 

, 

coordinates are given a• 

•4• - a• (10) 
(8) 

and the maximum hydraulic gradient is computed as the 
vector sum of the orthogonal components. Since the formu- 
lation is nonlinear with respect to nodal values of total head 
an iterative solution is implemented. For the global system, a 
laminar solution is first sought to provide initial nodal heads. 
This solution is used to evaluate hydraulic gradients and 

(9) hence revise hydraulic conductivities. The direct iteration se- 
quence employed is 

where a is a vector containing the derivatives of the shape 
functions h with respect to global coordinates; g, is a 2 x 2 
diagonal matrix (i.e., --/•I) containing the magnitude of the 
equivalent nonlinear hydraulic conductivity K at all nonzero 
entries; and f• is the area of the element. For the two- 
dimensional case, the thickness b is considered constant over a 

K • =f(a4, •) (11) 
q•+ • = K• •+ • (12) 

where the superscripted 1 refers to the iteration cycle and f( ) 
refers to "a function of." Only those elements in which the 
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Fig. 2. 

node 1 

node 

Representation of a three-node isoparametric boundary ele- 
ment. 

hydraulic conductivity K changes over a single-iteration cycle 
require to be reevaluated. 

BOUNDARY ELEMENT ANALYSIS 

To ensure effective coupling between the finite element and 
boundary element domains it is important that nonlinear ef- 
fects propagating throughout the finite element region do not 
encroach into the boundary solution region. Under this pro- 
viso, the boundary domain is assumed to be constitutively 
linear and the formulation is able to operate in its most ad- 
vantageous mode. In order that flow continuity between the 
domain and integral regions is maintained, the boundary ele- 
ment procedure must use basis functions compatible with 
those of the finite element region. For the boundary element 
procedure discussed in the following, isoparametric repre- 
sentation of both singularity and geometry is used. The ele- 
ment geometry is illustrated in Figure 2. 

The boundary constraint equation corresponding to the 
direct formulation of the boundary element method may be 
stated as [Jaswon and Symm, 1977] 

c(i)c)(i) + Ir V(i, tick(j)dF = fr (I)(i, j)v(j)' n dF (13) 
where V(i,j) and (I)(i, j) are kernel functions describing the 
influence effected at point j due to a unit source located at 
point i. The total hydraulic potential qb(j) and normal to the 
boundary velocity v(j).n may be evaluated at any point on 
the boundary F from the kernel solutions. The free term c(i) is 
a function of the domain geometry and is equal to •o for an 
internal source and «•o where point i is located on a smooth 
boundary with •o being the Kronecker delta. For two dimen- 
sional porous media flow, the kernels for a line source are 
[Kellog, 1953] 

M 
(I)(i, j) = • In r (14a) 2• 

--KM 
V(i, j) - (14b) 

where r is radius (i to j); K is the formation hydraulic conduc- 
tivity; and M is the source strength. Lagrangian basis func- 
tions are used to define the geometry of an element where (13) 
may be rewritten in terms of local coordinates for a single 
biunit line element as 

c(i)qb(i) q- V(i, j)qb(j) •-• d• -- (I)(i, j)v(j)n • d• (15) 

and the Jacobian is identified as 

(16) 

with 

x = hrx (17a) 

y = hry (17b) 
•b = hr• (17C) 

v.n = hr(v ß n) (17d) 
where h r contains a different family of basis functions from 
those identified in (7) previous. The Lagrangian basis func- 
tions are one dimensional in this case, varying only over the 
length of the element and are represented in local coordinates 
as 

h T = «[(1 -•) - (1 _•2); (1 + •) - (1 _•2). 2(1 _•2)1 (18) 
where • represents the natural coordinates of the biunit ele- 
ment with -1 < • < 1. Similar functional variation for both 
heads and boundary velocities are used, each being of qua- 
dratic form. Since velocities are related to the gradient of 
head, it may be desireable to use interpolation one degree 
lower for velocities than that for heads. The results of vali- 
dation studies completed did not warrant implementation of 
this constraint. Under parametric representation, the integrals 
of (15) are evaluated by Gauss quadrature for all nodes com- 
prising the boundary element system [$troud and $ecrest, 
1966; Elsworth, 1986b]. Where a sharp corner is encountered 
at a node, the V kernel integrations are completed on adjacent 
segments where there is slope continuity on each element seg- 
ment. These quantities are then summed to yield the nodal 
weighted flux out of the region rather than represent flux in 
any particular normal (to the boundary) direction. For a 
system of m nodes, each with a single degree of freedom, m 
simultaneous equations result. In matrix format these may be 
represented as 

V• = •v-n (19) 

which, for m known or prescribed nodal boundary conditions 
yields a solvable set. After performing appropriate column 
interchanges on (19) to rearrange all known boundary con- 
ditions to the right-hand side vector, the identity may be 
solved to yield a geometric conductance matrix such that 

[q)- •V]• = v- n (20) 

which is of similar form to the finite element statement of (8). 
Premultiplying (20) by the ranked cross-sectional area of flow 
will convert Darcy flow velocities directly fo discharge quan- 
tities such that 

q = b fr hrv' n dF (21) 
where q is a vector of nodal discharges, and h r is a vector of 
element by element defined basis functions. The constant out 
of plane thickness of the element is given by b, which is unity 
for plane flow or equal to fracture aperture for fracture flow 
applications. Identities (8) and (20) are fully compatible in a 
rigorous fashion. Interelement flow continuity is maintained 
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between boundary and domain formulations in a straightfor- 
ward manner. 

Boundary Conditions 
Simultaneous solution of (19) is only possible if either head 

or velocity boundary conditions are prescribed at all nodes of 
the boundary solution domain. Since, in general, the boundary 
nodes that interface directly with the finite element mesh will 
have "a priori" undefined boundary conditions, it is necessary 
to prescribe artificial boundary conditions to aid the symbolic 
inversion of (20).'Column substitution is first completed to 
move all nodal quantities corresponding to known total head 
and, as yet, unconstrained head boundary conditions to the 
right-hand side of (19). The right-hand side is completely de- 
fined if, for all the unconstrained nodes, the head at one node 
is held at unity and all others are set to zero. The system of 
equations may then be solved. When repeated for all un- 
constrained nodes this procedure results directly in a geo- 
metric conductance matrix linking nodal heads to nodal dis- 
charges. If I prescribed head nodes exist on a boundary 
domain of m nodes then the resulting geometric conductance 
matrix from the boundary solution procedure is fully popu- 
lated and I x I in dimension. Thus the symbolic inversion of 
(20) is equivalent to solving a system of m equations for l 
different solution vectors. 

All nodes corresponding to prescribed velocity boundary 
conditions are effectively condensed out and no equations re- 
quire to be set up in the following coupled solution of the 
finite element and boundary element geometric conductance 
matrices [Elsworth, 1986b]. Equation (20) represents the geo- 
metric conductance matrix for a single multinoded element. 
The conductance matrix may be directly substituted into stan- 
dard finite element matrix assembly routines as a single multi- 
noded element with appropriate nodal connections. For linear 
flow, the matrix entries for the boundary element domain are 
invariant and require to be evaluated only once. 

Matrix Symmetry 
No particular problems arise in coupling boundary and 

domain methods if the boundary solution matrices are asym- 
metric, although the procedure may be expedited if both 
system matrices are symmetric. If a variational formulation is 
adopted the geometric conductance matrix (equation (20)) 
may be made symmetric after formation according to the 
method of Zienkiewicz et al. [1977]. In generality, different 
functional variation may be chosen for normal velocities v.n 
and heads •b along the boundary of the domain. If heads and 
velocities are defined by shape functions H a and H • relative to 
the entire boundary of the domain then 

•b = Ha• (22) 

v.n = Ht'v ß n (23) 

Nodal fluxes v-n at the boundary are related to heads by 
the geometric conductance relationship of (20) such that 

v- n = [q>- xV]• (20') 

The total potential • of the region may be given for the case 
where nodal heads only are prescribed as 

r• = - (v. n) dr (24) 2 

which on substitution of (20), (22) and (23) gives 

= «Tfr [[©- XV]THt'TH a dF]• (25) 
and may be minimized appropriately to give a revised geo- 
metric conductance matrix K 

1 fr • V) rH• rHa) r - K =- [((q>- + ((q• lV)H•H")] dI' (26) 2 

where symmetry is guaranteed. The functional variation over 
individual elements enforced in the current formulation is 
identical for head and normal velocity and therefore H a -- H •. 
To guarantee matrix symmetry in the boundary element for- 
mulation, a surrogate to (26) is invoked [Baneflee and Butter- 
fid& 1981] such that 

K = «[O- •V) r + (•- •V)] (27) 
to avoid the integration enforced within (26). This approach 
has been found to be entirely adequate as is illustrated in the 
following validation exercises. 

VALIDATION 

Analytical solutions for linear and nonlinear flow within 
simple domains are used to examine the accuracy, versatility, 
and utility of the proposed coupled formulation. 

Linear Flow 

The performance of the coupled procedure is first examined 
for the case of a concentrically holed, circular, porous disc 
containing both embedded and fully penetrating finite element 
domains. The ability to prescribe boundary conditions on a 
node by node basis for both the finite element and boundary 
element domains provides no particular differences in meshing 
and execution for embedded or penetrating.domains. Disc ge- 
ometries are illustrated in Figure 3 for the two individual 
cases with inner radius r = a. The variation in hydraulic po- 
tential with radius is shown in Figure 4. Excellent agreement 
is maintained between analytical and numerical solutions even 
for relatively modest nodal coverage. The presence of perpen- 
dicular corners at the interface between boundary element and 
finite element domains are shown not to adversely affect re- 
sults. 

In the case of a semi-infinite domain, the coupled solution 
procedure may similarly be shown to perform satisfactorily. 
The solution for a pressure tunnel within a saturated porous 
half space is used (J. W. Bray, personal communication, 1980). 
In this example, the direct boundary element procedure re- 
quires that the solution domain remains finite but may be 
expanded to considerable dimension without computational 
penalty. The expanded representation of the half space 
domain is illustrated in Figure 5. The problem geometry com- 
prises a single circular tunnel of radius 5 m present at a depth 
of 40 m below the ground surface. The piezometric surface to 
the domain is coincident with the ground surface and unit 
head is applied in the tunnel annulus. The boundary element 
discretization comprises 48 interior and 32 exterior nodes di- 
vided between 40 three-noded elements. For the finite element 
domain, 8 nine-noded Lagrangian elements are used totaling 
45 nodes. Zero flux boundary conditions are apolied to the 
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Boundary element domain 

Finite element domain 

(b) 

(a) 

Fig. 3. Circular concentrically perforated disc with (a) embedded and (b) fully penetrating finite element domains. 

lower and side elements of the boundary element exterior with 
the result that the conductance matrix derived from the 
boundary element discretization retains only 57 degrees of 
freedom. The assembled finite element-boundary element pro- 
cedure has a total of 84 degrees of freedom. The variation in 
normalized hydraulic potential for the solution geometry is 
illustrated in Figure 6. The nodal potentials along sections 
A-A' and B-B' are shown to yield excellent agreement wth the 
analytical solution. This excellent agreement is maintained de- 
spite use of relatively sparing nodal coverage in the finite ele- 
ment domain. Similarly, the large discrepancy in physical 
magnitude of the boundary element and finite element do- 
mains, as illustrated in Figure 5 has not affected solution accu- 
racy. 

In addition to being capable of representing conditions of 
porous media flow, the coupled model may be used in fracture 
flow applications. Analytical solution is vailable for the case of 
an infinite porous medium traversed by a single fracture of 
finite length and infinite hydraulic conductivity [Gringarten, 

1.0 

ana I yt i ca 1 
• 0 fully penetrating 
•. [] embedded 

o 
z 

0.0 

1.0 2.0 3.0 4.0 

Rad!us ratio r/a 

Fig. 4. Variation in normalized hydraulic head with radius for per- 
forated disc geometries. 
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1500 m 

•ig. 5. 

600 m 

Discretization geometry used for a pressure tunnel problem (to scale). 

1974]. The fracture is symmetrically disposed about a central 
wellbore from which an infinite reservoir is pumped. The 
boundary element discretization of the truncated infinite 
domain is illustrated in Figure 7a; the internal crack is divided 
into 21 nodes and 10 elements, and the external boundary is 
devided into 16 nodes and 8 elements. The external constant 
potential boundary is arbitrarily located at a distance of 50 m 
to simulate the infinite domain. The domain external nodes 
are all equally spaced on the circumference although the large 
hydraulic gradients and velocities manifest at the crack tip are 
best reproduced if nodal concentrations are located at the 
fracture tip. The discrctization density is illustrated in Figure 
7a where individual elements cover 0.56, 0.24, 0.12, 0.06, and 
0.02 m of the fracture half length. In accordance with a vali- 
dation example reported by Shapiro and Ande_rsson [1983], the 
surrounding porous medium is represented by a formation 
conductivity of 1 m/d and central well discharge of 1 m2/d. 

The boundary element model used in this procedure uses 
internal slit elements to represent the internal fracture. The 
essential component of this element is that it allows discharge 
into the element from the surrounding medium on either side. 
The formulation of the element has been adequately described 
elsewhere [Elsworth, 1986a] and no further explanation will 
be given here. With the slit element in place within the bou•-d- 
ary solution domain, the relevant matrix identities may be 
assembled and inverted to yield the geometric conductance of 
the system. To this condensed system, fracture line elements 
representing the internal fracture are added and the system 
solved in finite element format using a central producing well- 
bore. In agreement with the example completed by Shapiro 

and Andersson [1983], fracture conductivities of 10 '• m/d are 
ascribed to the vertical fracture to simulate "infinite" conduc- 
tivity. Using this conductivity contrast, excellent agreement 
between the analytical results of Gringarten [1974] and the 

1.0 

0.4 

' B B' 

Fig. 6. 

1.0 

I I 

2.0 3.0 4.0 

D ! mens i on 1 ess radius r/a 

Variation in total hydraulic head with radius for pressure 
tunnel geometry. 
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o 
we11 "'"'"/ 

ß - - :-:-•_ Fissure 

(a) 

1.0 

0.5 

0.0 

Gr i ngarten ana 1 yt ! ca 1 
'---Shapiro !'''y'" 

0 I soparametr t c i/ 

1.0 

Distance (m) 

to those previous. Clearly, the fracture to porous medium con- 
ductivity contrast of 4 orders of magnitude used in the alter- 
nate problem treatment is sufficient to represent the infinite 
conductivity of the fracture. Comparison of the results from 
this model with those of the analytical solution illustrates the 
ability of the formulation to faithfully rep, resent the high flux 
gradients at the crack trip.-The crack tip flux is recorded at 
11.7 m/d representing an assymptote set at approximately ten 
times the height of the figure vertical axis. 

Nonlinear Flow 

Radial flow within a single circular fracture pierced cen- 
trally by a well bore is a problem for which an analyical 
solution is avalable (B. Amadei, personal communication, 
1983). For validation, an axisymmetric geometry is chosen 
with domain external and internal radii of 6.0 and 0.25 m 

respectively. Finite element discretization reaches to a radius 
of 2.0 m. The combined bour, dary element-finite element mesh 
illustrated in Figure 8 is used. The domain comprises 51 finite 
element nodes and 20 boundary element nodes. The boundary 
conditions for the boundary element domain are such that 
only six active degrees of freedom are retained in the con- 
densed geometric conductance matrix. For a nominal fracture 
aperture b of 1.0 cm, fracture relative roughness k/2b of 0.5, 
fluid kinematic viscosity v of 1.8 x 10 -6 m2/s, and a head 
differential across the system of 0.022 m, the nonlinear flow 
results are illustrated in Figure 9. Excellent agreement is ob- 
tained between the analytical and numerical results. The nu- 
merical results are completed using two point Gauss quadra- 
ture in evaluating the nonlinear conductance matrix integrals. 
For this particular example, the results following eight iter- 
ation cycles are graphically indistinguishable from those of 
over 20 iterations duration. Acceptable results are normally 
obtained after 10 iterations. It is apparent from these simple 
validation exercises that the proposed formulation is capable 
of returning satisfactory results to a variety of linear and non- 
linear potential flow applications. 

(b) 
Fig. 7. Geometric representation of a fracture within a pseudo infi- 

nite porous medium (a) and results for the isoparametric model (b). 

model formulated in this work are obtained. The results are 
illustrated in Figure 7b. 

A second solution procedure may be applied to the problem 
whereby more note is made of the true character of the central 
fracture of infinite conductivity. The infinite conductivity of 
the fracture implies that head losses along the fracture length 
will be zero. Thus the only compatible solution to the problem 
is one in which nodal potentials along the internal slit are 
constant. Similarly, • normal (to the fracture) mass fluxes must 
total 1 m2/d when integrated over the fracture length. There- 
fore the problem may be solved iteratively satisfying these two 
internal constraints of constant potential and prescribed total 
normal flux. Solution by this procedure yields identical results 

CONCLUSIONS 

A coupled solution procedure is presented that is capable of 
representing linear and nonlinear flows in porous and frac- 
tured media. The coupling is performed in a straightforward 
manner through noting respective nodal conductance associ- 
ations. This procedure allows arbitrarily embedded or located 
nonlinear zones to be easily analyzed. The boundary element 
domain may be simply considered as a single multinoded 
finite element and accommodated appropriately. 

The boundary element procedure is particularly suited to 
representing volumetrically large or pseudo infinite domains 
where system matrix size or solution stability is, within reason, 
unaffected by domain dimension. Where prescribed flux nodes 
are included on the boundary element edge contour, the corre- 
sponding system equations are not retained at the global level. 
Depending on mesh specific details, this results in considerable 
computational saving both at the stage of reducing the bound- 

Fi 

Fig. 8. Discretization of turbulent radial flow within a planar rock fraciure. 
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I / ß Turbulent - numerical 
! Turbulent - analytical ' 

1.0 

0.0 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 

0.8 • 

0.6 • 

Radius 

Fig. 9. Variation in normalized head with radius for turbulent radial flow within a planar rock fracture. 

ary element domain and later in global system matrix as- 
sembly and solution. 

The use of quadratic functional variation for both the finite 
element and boundary element domains ensures compatibility 
in the strictest sense. This facet appears especially useful in 
accurately representing regions of high gradient within the 
flow domain at crack tips and other singularities. 

Nonlinear flow effects are accommodated most effectively 
where the nonlinearity is confined within the finite element 
domain. This allows the domain and integral methods to op- 
erate to maximum advantage. Since nonlinear effects, such as 
turbulence, are commonly of limited areal extent, coupled pro- 
cedures provide a viable method of analysis. This is especially 
true where the zones of expected turbulence may be delimited 
a priori, say, by the known presence of highly conductive 
fractures. In other instances, where turbulent areas cannot be 
identified before analysis, some form of self-adaptive capability 
in the analysis would clearly-be an advantage. Such concerns 
are not addressed herein. The proposed procedure is also ap- 
plicable to other nonlinear flow problems. 

The resulting matrix identities for the boundary element 
domain may be made positive definite and symmetric. This 
facet allows execution using readily available finite element 
coding arrangements accommodating storage of geometric 
conductance matrix terms above, and including, the leading 
diagonal only. 

NOTATION 

K hydraulic conductivity. 
K e equivalent hydraulic conductivity. 
K equivalent nonlinear hydraulic conductivity. 
K geometric conductance matrix (FEM). 
K medium hydraulic conductivity tensor. 

M line source or sink strength. 

Re, Re½ Reynolds number, critical Reynolds number. 
V(i, j), tic(i, j) kernel terms. 

V, ß matrices of integrated kernel terms. 
a r vector of basis function derivatives in 

global coordinates. 
& b Forchheimer equation constants. 

b fracture aperture. 
c, e Mis. sbach equation constant, Missbach 

equation exponent. 
c(i) free term. 

g gravitational acceleration. 
h r vector of element basis functions. 
k fracture absolute roughness. 
I iteration count. 

n domain unit outward normal. 

q, q disi:harge, vector of nodal discharges. 
r radius of separation of kernel functions. 

v, v Darcy flow velocity, vector of nodal flow '• 
velocities. 

x, y Cartesian coordinates. 
0t turbulent flow exponent. 

5 o Kronecker delta. 
•b total hydraulic head. 
fl domain area. 
F domain external contour. 

•, r/ local coordinates. 
v fluid kinematic viscosity. 
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Abstract

In this review the theory and application of Smoothed particle hydrodynamics (SPH) since
its inception in 1977 are discussed. Emphasis is placed on the strengths and weaknesses, the
analogy with particle dynamics and the numerous areas where SPH has been successfully
applied.
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1. Introduction

Smoothed particle hydrodynamics (SPH) is a method for obtaining approximate numerical
solutions of the equations of fluid dynamics by replacing the fluid with a set of particles. For
the mathematician, the particles are just interpolation points from which properties of the fluid
can be calculated. For the physicist, the SPH particles are material particles which can be treated
like any other particle system. Either way, the method has a number of attractive features. The
first of these is that pure advection is treated exactly. For example, if the particles are given
a colour, and the velocity is specified, the transport of colour by the particle system is exact.
Modern finite difference methods give reasonable results for advection but the algorithms are
not Galilean invariant so that, when a large constant velocity is superposed, the results can be
badly corrupted. The second advantage is that with more than one material, each described
by its own set of particles, interface problems are often trivial for SPH but difficult for finite
difference schemes. The third advantage is that particle methods bridge the gap between the
continuum and fragmentation in a natural way. As a consequence, the best current method for
the study of brittle fracture and subsequent fragmentation in damaged solids is SPH (see, e.g.
Benz and Asphaug (1994, 1995)). A fourth advantage is that the resolution can be made to
depend on position and time, which makes the method very attractive for most astrophysical
and many geophysical problems. Fifth, SPH has the computational advantage, particularly in
problems involving fragments, drops or stars, that the computation is only where the matter is,
with a consequent reduction in storage and calculation. Finally, because of the close similarity
between SPH and molecular dynamics, it is often possible to include complex physics easily.

Although the idea of using particles is natural, it is not obvious which interactions
between the particles will faithfully reproduce the equations of fluid dynamics or continuum
mechanics. One way of doing this was proposed by Bob Gingold and myself (Gingold and
Monaghan (1977) where the term SPH was coined) and independently by Lucy (1977). Gingold
and Monaghan derived the equations of motion using a kernel estimation technique, pioneered
by statisticians, to estimate probability densities from sample values (Rosenblatt (1956),
Parzen (1962) and, for a general discussion, see Boneva et al (1971)). When applied to
interpolation, this yielded an estimate of a function at any point using the values of the function
at the particles. This estimate of the function could be differentiated exactly provided the kernel
was differentiable. In this way, the gradient terms required for the equations of fluid dynamics
could be written in terms of the properties of the particles. Because of its close relation to the
statistical ideas, Gingold and Monaghan (1977) described the method as a Monte Carlo method,
as did Lucy (1977) who had, in effect, re-discovered the statistical technique. However, in
subsequent papers (e.g. Gingold and Monaghan (1978)), it was discovered that the errors were
much smaller than the predicted probability estimates. Gingold and Monaghan realized that
the particle number density was not equivalent to a probability density because the fluctuations
predicted by probability theory require energy, which is not available from the equations of
motion. This is particularly easy to see in the case of static equilibrium as the system moves to
a minimum energy state in which large voids do not occur, since they require higher energy. In
a dynamical problem more disorder can occur but only to the extent allowed by the dynamical
equations.

The original papers (Gingold and Monaghan 1977, Lucy 1977) proposed numerical
schemes which did not conserve linear and angular momentum exactly, but gave good results
for a class of astrophysical problems that were considered too difficult for the techniques
available at the time. The basic SPH algorithm was improved to conserve linear and angular
momentum exactly using the particle equivalent of the Lagrangian for a compressible non-
dissipative fluid (Gingold and Monaghan 1982). In this way, the similarities between SPH and
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molecular dynamics were made clearer. Recent studies by Hoover (1998) and Hoover et al
(2004) explore the correspondence between SPH and molecular dynamics.

Since SPH models a fluid as a mechanical and thermodynamical particle system, it
is natural to derive the SPH equations for non-dissipative flow from a Lagrangian. The
equations for the early SPH simulations of binary fission and instabilities were derived from
Lagrangians (Gingold and Monaghan 1978, 1979, 1980). These Lagrangians took into account
the smoothing length (the same for each particle) which was a function of the coordinates.
More recent examples include Lagrangians which incorporate a resolution length for each
particle (Springel and Hernquist 2002, Monaghan 2002), a relativistic Lagrangian (Monaghan
and Price 2001), a Lagrangian for MHD problems (Price and Monaghan 2004a, 2004b) and a
Lagrangian for SPH compressible turbulence (Monaghan 2002). In addition, Bonet and his
colleagues (Bonet and Lok 1999, Bonet and Kulasegaram 2000, 2001) have used Lagrangians
for the SPH simulation of elastic materials. The advantage of a Lagrangian is that it not only
guarantees conservation of momentum and energy, but also ensures that the particle system
retains much of the geometric structure of the continuum system in the phase space of the
particles. This includes Liouville’s theorem and the Poincare invariants. In addition, as noted
by Dirac, basing the equations of motion on a Lagrangian allows new physical interactions to
be included consistently.

The comments made by Von Neumann in 1944 (see Von Neumann (1944)), in connection
with the use of the particle methods to model shocks, are relevant to SPH. To paraphrase his
remarks:

The particle method is not only an approximation of the continuum fluid equations,
but also gives the rigorous equations for a particle system which approximates the
molecular system underlying, and more fundamental than the continuum equations.

When combined with a simple but effective viscosity, and a form of the thermal energy
equation that guarantees that the viscous dissipation increases both the thermal energy and
the entropy, a variety of shock problems have been studied (Monaghan and Gingold 1983,
Monaghan 1997, Price and Monaghan 2004a). The SPH algorithm gives very satisfactory
results for shocks though they are not as accurate as those obtained from well-designed
Riemann solvers and other modern techniques—although these have their own set of problems,
especially when approximate Riemann solvers are used (Quirk 1994). Sharpness is often
overated as a measure of the fidelity of simulations. Real shocks are only a few mean free
paths thick so that, in a typical shock tube of 2 m length, ∼107 finite difference cells, in each
direction, would be required in a finite difference code to resolve the shock. However, most
codes can afford only 103 cells along each coordinate so that their numerical shock widths
are 104 times greater than the actual shock width. Therefore, the discussion about which
code gives the sharpest shocks is irrelevant; they are all outstandingly bad. What are relevant
are the pre- and post-shock values of the physical variables. SPH is able to obtain these as
accurately as desired in one dimension, but in two and three dimensions SPH shocks, using
current algorithms, can be noisy. In astrophysical problems, this should not be a cause for
concern because the flows are invariably turbulent and the noise created in an SPH shock is
small relative to that owing to turbulence.

In problems involving very small perturbations, the lower accuracy of SPH makes finite
difference methods preferable. However, it has advantages which show up in those fluid
problems where the perturbations are large. The first of these is that complex physics can often
be included with little effort and effective codes produced in days, whereas finite difference
codes would take many months or years to write. The second is that the SPH method can be
easily extended to include a resolution which varies in space and time. That is, each particle has
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its own resolution length (Gingold and Monaghan (1982), see their section 4). It is, therefore,
ideal for astrophysical problems where enormous variations in the relevant length scales are
common (see, e.g. the simulation of the formation of the Moon (Benz et al (1986), or the
star formation studies of Bate et al (1995) and Bate et al (2003) or the binary neutron star
collisions of Rosswog and Davies (2002)). Furthermore, the SPH method combines easily with
the particle methods used for star systems and is a natural tool for cosmological simulations,
in particular (see, e.g. Hernquist and Katz (1989), Couchman et al (1995), Springel and
Hernquist (2002) and Marri and White (2003)).

Because SPH is essentially a technique for approximating the continuum equations, it can
be used for a wide range of fluid dynamical problems. Although the initial applications were to
gas dynamic problems, it has also been applied to problems in incompressible flow by treating
that flow as slightly compressible with an appropriate equation of state (Monaghan 1994).
Using the same idea waves, breaking on arbitrary structures (Monaghan et al 2004, Colagrossi
and Landrini 2003) as well as the more classical problems of waves on beaches (Monaghan and
Kos 1999) could be simulated. Colagrossi (2004) has made a detailed study of the application
of SPH to breaking waves, where an accurate boundary element method could be used up to the
point where the wave curls over to touch the water surface in the front. The SPH calculations
agree with the boundary element method up to the point that it can be used, and thereafter the
SPH method gives good agreement with the experiment. Colagrossi (2004) also shows that
the SPH simulation of sloshing tanks and the bow waves produced by certain ship hulls are
in good agreement with the experiment. Simulations of liquid metal moulding (Cleary and
Ha 2002) also show good agreement with the experiment.

Another class of problems suitable for the SPH algorithm arise in elasticity and fracture.
Libersky and Petschek (1991) derived and applied the SPH equations for elasticity. Benz
and Asphaug (1994, 1995) showed how SPH could be applied to the fracture of brittle solids,
where it gives much better results than the finite element or the finite difference methods.
These methods have been applied to the breakup of planetesimals and the formation of asteroid
families (Michel et al 2004). In these simulations, the ease with which the SPH particles can
describe the transition from a continuum to a set of fragments gives it a computational edge
over other numerical methods. Commerical software packages (e.g. Dyna3D and Autodyn)
for simulating impact now incorporate SPH. Elastic SPH also provides a simple and robust
technique for simulating complex fracture in geological rock formations and in brittle materials
(Gray et al 2001, Gray and Monaghan 2004). SPH is also being used in virtual reality
surgery (see, e.g. the work of M Mueller, S Schirm and M Teschner at the Computer Graphics
Laboratory ETH, Zurich).

In many of these problems a priori estimates of the accuracy of SPH interpolation suggest
that the simulations would give results which would be too inaccurate for most problems.
As a consequence, a technique called Moving Least Squares (Dilts 1999) was developed to
produce a particle code with perfect linear interpolation. However, the disadvantages are that
conservation is lost and the method is considerably slower than the standard SPH. Furthermore,
in practice, as noted earlier, the low accuracy predicted from interpolation errors usually does
not occur. For example, Colagrossi (2004) shows that, for the complex evolution of a patch of
fluid, the SPH results are as good as those from the level set method, and often surpass them.
Part of the reason may be that, for non-dissipative problems, the equations follow directly from
a Lagrangian, which retains many of the properties of the original continuum Lagrangian.

In problems involving heat conduction, Cleary and Monaghan (1999) showed that the SPH
simulations, which conserve thermal energy and guarantee that the entropy increased, were
very accurate even though the particles’ positions were disordered and the thermal conductivity
discontinuous. These results together with those mentioned earlier show that if SPH equations
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are set up such that they satisfy the fundamental conservation laws, the results are much better
than would be deduced from consideration of the interpolation alone.

The reader may find the early reviews of SPH (Monaghan 1992, Benz 1990) useful. A
different aspect of SPH is detailed in the website www.nextlimit.com, which shows a wide
variety of SPH simulations of fluids for both scientific problems and for video and film special
effects (In the third film of the trilogy ‘Lord of the Rings’, Nextlimit used SPH to simulate
Gollum falling into the lava.)

2. Interpolation

The equations of fluid dynamics have the form
dA

dt
= f (A, ∇A, r), (2.1)

where
d
dt

= ∂

∂t
+ v · ∇ (2.2)

is the Lagrangian derivative, or the derivative following the motion. It is worth noting that the
characteristics of this differential operator are the particle trajectories.

In the equations of fluid dynamics, the rates of change of physical quantities require spatial
derivatives of physical quantities. The key step in any computational fluid dynamics algorithm
is to approximate these derivatives using information from a finite number of points. In finite
difference methods, the points are the vertices of a mesh. In the SPH method, the interpolating
points are particles which move with the flow, and the interpolation of any quantity, at any
point in space, is based on kernel estimation.

2.1. Integral and summation interpolants and their kernels

SPH interpolation of a quantity A, which is a function of the spatial coordinates, is based on
the integral interpolant

AI(r) =
∫

A(r′)W(r − r′, h) dr′, (2.3)

where the function W is the kernel and dr′ is a differential volume element . The interpolant
reproduces A exactly if the kernel is a delta function. In practice, the kernels are functions
which tend to the delta function as the length scale h tends to zero. They are normalized
to 1 so that the constants are interpolated exactly. An example in one dimension x is
the Gaussian kernel W(x, h) = exp(−x2/h2)/(h

√
π). The Gaussian kernel was used by

Gingold and Monaghan (1977) and a kernel with continuous second derivatives of the form
W(r, h) = (105/(16πh3)(1 − r/h)3(1 + 3r/h) in 0 ! r ! h, and zero otherwise, was used
by Lucy (1977) for his three-dimensional calculations. The most commonly used kernels
are based on Schoenberg (1946) Mn splines, which are piece-wise continuous functions with
compact support having the derivatives up to (n − 2) continuous. They can be defined by the
Fourier transform

Mn(x, h) = 1
2π

∫ ∞

−∞

(
sin kh/2

kh/2

)n

cos (kx) dk (2.4)

and algebraic forms are given by Schoenberg (1946) and Monaghan (1985b). The M2 spline
with q = |x|/h, is

M2(x) =
{

1 − q, for 0 ! q ! 1,

0, for q " 1.
(2.5)

http://http://www.nextlimit.com
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M2 gives linear interpolation but its first derivative is discontinuous. In its product form
it gives what is called equal area interpolation (Hockney and Eastwood 1988). A commonly
used kernel is the M4 kernel (called the cubic spline because it is a piecewise cubic polynomial).
It has the form,

M4(x) =

⎧
⎪⎨

⎪⎩

1
6 [(2 − q)3 − 4(1 − q)3], for 0 ! q ! 1,

1
6 (2 − q)3, for 1 ! q ! 2,

0, for q > 2.

(2.6)

The SPH kernel associated with Mn(x) in one dimension is W(x, h) = Mn(x)/h. In d̂

dimensions the same functional forms are used but they are multiplied by 1/hd̂ and by a
constant to ensure they are normalized in the new space. For example, the factor 1/6 in
the cubic spline (2.6) is replaced by 15/(14π) in two dimensions and by 1/(4π), in three
dimensions. Higher order interpolation using splines was studied by Monaghan (1985a). The
higher order kernels perform very well for equi-spaced particles, but they require a cancellation
of positive and negative contributions which is less likely when the particles are disordered.
Furthermore, many of the desirable features of SPH involving positive definite dissipation
terms are lost when higher order kernels are used because the gradient of the kernel changes
sign. Schoenberg (1946) also discusses a class of smoothing kernels with Fourier transforms
which have a Gaussian decay with increasing k. These have not been used in simulations.

Alternative kernels have been studied by Fulk and Quinn (1996) in one dimension.
According to their measures, no kernel is significantly better than the cubic spline.
Price (2004a) has studied the effect of changing the joining points in one dimension without
finding a kernel significantly better than the cubic spline. In higher dimensions it is not clear
whether optimum interpolation is obtained with equi-spaced joining points for the piece-wise
polynomials of the Mn functions. It would be interesting to study either the functions, or their
Fourier transforms, when the joining points are allowed to be arbitrary. It may be that equal
volumes should be cut by the slices between the joining points.

To apply this interpolation to a fluid, we divide it into a set of small mass elements. The
element a will have a mass ma , density ρa and position ra . The value of A at particle a is
denoted by Aa . The interpolation integral can be written as

∫
A(r′)

ρ(r′)
ρ(r′) dr′, (2.7)

where an element of mass is ρ dr′. The integral can then be approximated by a summation
over the mass elements. This gives the summation interpolant

As(r) =
∑

b

mb

Ab

ρb

W(r − rb, h), (2.8)

where the summation is over all the particles but, in practice, it is only over near neighbours
because W falls off rapidly with distance. Typically, h is close to the particle spacing and the
kernel W is effectively zero beyond a distance 2h (as in the case of the kernel based on the
cubic spline M4). In practice, we choose kernels which have compact support, i.e. they vanish
at a finite distance.

As an example of the use of kernel estimation, suppose A is the density ρ. The interpolation
formula then gives the following estimate for the density at a point r

ρ(r) =
∑

b

mbW(r − rb, h), (2.9)

which shows how the mass of a set of particles is smoothed to produce the estimated density.
The reader who is familiar with the technique of estimating probability densities from sample
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points (Rosenblatt 1956, Parzen 1962) will see that our formula for the density is the same as
their formulae for the probability density but with mb replaced by 1/N , where N is the number
of sample points.

If h is constant, we can integrate the density estimate to give
∫

ρ(r) dτ =
∑

b

mb = M, (2.10)

which shows that mass is conserved exactly. If we allow h to vary, the integral is no longer
exactly M , but the total mass is conserved because it is carried by the particles.

2.2. First derivatives

The SPH formulation allows derivatives to be estimated easily. If W is a differentiable function
then (2.8) can be differentiated exactly to give

∂As

∂x
=

∑

b

mb

Ab

ρb

∂W

∂x
. (2.11)

In SPH the derivative is, therefore, found by an exact derivative of an approximate function.
However, this form of the derivative does not vanish if A is constant. A simple way to ensure
that it does vanish if A is constant is to write

∂A

∂x
= 1

%

(
∂(%A)

∂x
− A

∂%

∂x

)
, (2.12)

where % is any differentiable function. The SPH form of (2.12) is
(

∂A

∂x

)

a

= 1
%a

∑

b

mb

%b

ρb

(Ab − Aa)
∂Wab

∂xa

, (2.13)

which vanishes if A is constant. In this expression, and elsewhere, Wab denotes W(ra − rb, h).
Different choices of % give all the versions of derivatives in the literature. For example,
choosing % = 1 gives

∂Aa

∂xa

=
∑

b

mb

ρb

(Ab − Aa)
∂Wab

∂xa

(2.14)

and choosing % = ρ,

∂Aa

∂xa

= 1
ρa

∑

b

mb(Ab − Aa)
∂Wab

∂xa

. (2.15)

These results have immediate application to the convergence equation (often called the
continuity equation, but in this review it will be called the convergence equation since −∇ · v
is the opposite of divergence)

dρ

dt
= −ρ∇ · v. (2.16)

Generalizing the previous expressions for derivatives to approximate ∇ · v we find

dρa

dt
= ρa

∑

b

mb

ρb

vab · ∇aWab (2.17)

and
dρa

dt
=

∑

b

mbvab · ∇aWab, (2.18)
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where vab denotes va − vb and ∇a denotes the gradient taken with respect to the coordinates
of particle a. This equation is the time derivative of the summation form of the density (2.9).

If (2.17) is compared with (2.18) it will be seen that the former involves ρ explicitly in
the summation, whereas the latter does not. Both expressions vanish, as they should, when
the velocity is constant. However, when the system involves two or more fluids with large
density ratios in contact, the expression (2.17) with ρ in the summation is more accurate
(Colagrossi 2004). The reason is that near an interface the summation for ∇ · v for one type
of fluid SPH particle involves contributions from the other fluid. If we imagine the other fluid
being changed for a fluid with exactly the same velocity field, and exactly the same particle
positions but different density, we would still want the same estimate of ∇ · v. However,
with (2.18) the mass elements will be changed and the estimate will be different, but if (2.17)
is used the ratio of mass to density will be constant and ∇ · v will not change. In practice, it
turns out that either (2.17) or (2.18) can be used for density ratios !2, but for larger density
ratios it is better to use (2.17). The Lagrangian approach, which we consider later, requires
that these equations for the rate of change of density with time be included as constraints. As a
result, the form of the pressure forces changes with the form chosen for the density convergence
equation.

Although the focus in the previous analysis has been on designing interpolation formula
to achieve satisfactory accuracy it is natural with particle methods to interpret the formula in
terms of interactions between SPH particles. In the present case we expect that as particles
get closer their density will increase. In particular, any two particles moving closer together
should give a positive contribution to their density. In either form of the convergence equation,
we can write

∇aWab = rabFab, (2.19)

where Fab ! 0 is a function of |rab|. The contribution of particle b to the density of particle a

in (2.18) is then

ρa

mb

ρb

vab · rabFab (2.20)

and if the particles a and b are approaching each other (so that vab · rab ! 0) the contribution
to the density change is positive definite as expected. The same is true for (2.17).

2.3. Second derivatives

As in the case of first derivatives, second derivatives can be estimated by differentiating an SPH
interpolant twice. For example, in a heat conduction problem in one dimension, the second
derivative of the temperature T at the position of particle a can be estimated by

(
d2T

dx2

)

a

=
∑

b

mbTb

d2W(xa − xb, h)

dx2
a

. (2.21)

However, this expression has a number of disadvantages. First, it is very sensitive to particle
disorder. Second, the transfer of heat to particle a from particle b may be positive or negative
depending on their separation because the second derivative of the kernel can change sign.
Physics tells us that a hot particle should transfer heat to a cold particle no matter what the
separation. Another disadvantage is that this expression will not result in conservation of
thermal energy in an adiabatic enclosure.

A much better approach (Brookshaw 1985, Cleary and Monaghan 1999) is to begin with
an integral approximation to the second derivative. For example, starting with

I =
∫

(κ(r) + κ(r′))(T (r) − T (r′))F (|r − r′|) dr′, (2.22)
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where qF(|q|) = ∇W(q, h), expanding κ(r′) and T (r′) in a Taylor series about r, and keeping
up to second order terms, we find

I = ∇ · (κ∇T ) + O(h2). (2.23)

The SPH form of I for particle a is

I =
∑

b

mb

ρb

(κa + κb)(Ta − Tb)Fab. (2.24)

Because F ! 0 this expression has the property that if Ta > Tb, then heat will flow from
particle a to b (that is the contribution to dTa/dt < 0) and vice versa. Other second derivatives
can be calculated using similar integral expressions.

2.3.1. Second derivatives in two dimensions. To obtain second derivatives integrals of
the form

Jxx =
∫

'x'x

'r2
(κ(r) + κ(r′))(T (r) − T (r′))F dr′ (2.25)

are used (Español and Revenga 2003). Here 'x = x − x ′ and 'r = |r − r′|. Expanding the
κ and T terms in a Taylor series gives, to O(h2),

Jxx = κ
( 3

4Txx + 1
4Tyy

)
+ 3

4κxTx + 1
4κyTy (2.26)

and

Jyy = κ
( 3

4Tyy + 1
4Txx

)
+ 3

4κyTy + 1
4κxTx, (2.27)

such that

Jxx + Jyy = ∇ · (κ∇T ). (2.28)

Furthermore,

Jxy = 1
4 (2κTxy + Txκy + Tyκx). (2.29)

If we construct theJ integrals takingκ = 1, we get estimates for the second derivatives ofT
in the form (now using tensor notation for the coordinates denoted by xi and 'xi = (xi −x ′i ))

∂2T

∂xi∂xj
=

∫ [
4
'xi'xj

'r2
− δij

]
(T (r) − T (r′))F dr′ (2.30)

or, in SPH form
(

∂2T

∂xi∂xj

)

a

=
∑

b

mb

ρb

(
4
'xi'xj

'r2
− δij

)
(Ta − Tb)Fab. (2.31)

2.3.2. Second derivatives in three dimensions. With the same definition of Jxx as before, but
now integrating over three dimensions we find

Jxx = 1
5κ(3Txx + Tyy + Tzz) + 1

5 (3κxTx + κyTy + κzTz), (2.32)

with similar expressions for Jyy and Jzz. The integral Jxy becomes

Jxy = 1
5 (2κTxy + Txκy + Tyκx). (2.33)

These results show that

Jxx + Jyy + Jzz = ∇ · (κ∇T ) + O(h2). (2.34)
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Figure 1. The frame on the left shows SPH particles placed at random according to a constant
probability density within a unit circle. Note the large voids. The middle frame shows the positions
of equal mass particles settled down in a Toy star potential starting with the particle positions in
the left frame. The right-hand frame shows variable mass SPH particles also settled down in a Toy
star potential. These latter particles were initially placed on a cubic lattice with cell length 'p and
given a mass ρ('p)2 using the theoretical static density. The cubic spline kernel was used and
h was calculated selfconsistently (see section 4).

A similar expression to (2.30) with the factor 4 replaced with 5 in the integral, gives
the second derivatives of T . These results generalize those of Español and Revenga (2003)
who work out the case where κ is a constant. The application of these derivatives to problems
involving viscous effects and thermal conduction will be considered later.

2.4. Errors in the integral interpolant

It is not easy to estimate the errors in the SPH equations from first principles because the
particles get disordered during motion. The errors depend on the type of disorder which, in
turn, depends on the dynamics. One approach to estimating the errors is to begin with particles
on a regular lattice, then give each particle a random shift in position (Colagrossi 2004).
However, this kind of short wavelength disorder does not usually occur if the particle spacing
is much smaller than the dominant length scales of the motion. For example, if the particles
are damped to an equilibrium, they fall into a nearly regular cell structure which depends, in
general, on the kernel being used and the masses of the particles (see, e.g. figure 1). If the
particles are in motion, for example, in a breaking wave, most of the particles are in a type of
nearly ordered array associated with shearing a regular array of particles. The end result is that
SPH simulations are much more accurate than the interpolation of quantities from randomly
disordered particle arrays would suggest. For that reason, it is better to run carefully designed
test cases to assess the accuracy of an SPH simulation. However, it is still interesting to study
the kernel interpolation on a regular array of points.

Starting with the integral interpolant in one dimension

AI(x) =
∫

A(x ′)W(x − x ′, h) dx ′ = A(x) +
∫

(A(x ′) − A(x))W(x − x ′, h) dx ′. (2.35)

The error can be estimated by a Taylor series expansion of A(x ′). Assuming W(q, h) is an
even function of q, the interpolant gives

AI(x) = A(x) +
σh2

2
d2A(x)

dx2
· · · , (2.36)

where σ is a constant dependent on the kernel. The integral interpolant, therefore, gives at
least a second order interpolation. The interpolation is better if σ is zero, in which case higher
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order terms in the Taylor series expansion must be included. The third order term vanishes
because of symmetry leaving a possible fourth order term. All these results assume that the
integrals can be extended to the entire volume within the support of the kernel. If this is not
possible, for example, near a boundary, the error is larger.

Monaghan (1985a) gave a technique for constructing higher order kernels from lower
order kernels using a variant of Richardson extrapolation. An example is the kernel

W(x, h) = 1
h
√

π

(
3
2

− x2

h2

)
e−x2/h2

, (2.37)

which is based on the Gaussian. For this kernel, the integral interpolant is accurate to O(h4).
This kernel changes sign; a necessary feature of higher order interpolation. Unfortunately
this may have unwanted side effects, including the possibility that the density might become
negative near a strong shock. It would, however, be possible to use a high order kernel using
a switch from high to low order kernels near shocks. Such a technique has been used but not
fully explored.

2.5. Errors in the summation interpolant

If the particles are equi-spaced in one dimension, we can easily estimate the errors in the
summation interpolant using the Poisson summation formula

∞∑

j=−∞
f (j) =

∫ ∞

−∞
f (j) dj + 2

∞∑

r=1

∫ ∞

−∞
cos (2πrj)f (j) dj, (2.38)

where, on the right-hand side, j is treated as a continuous quantity.
Consider the interpolation of the function g(x) = α + βx with the particles equi-spaced

with spacing ' along an infinite line so that ρ = 1 and m = '. The SPH interpolation formula
gives, at xa = a', the following expression for g at the point x = a'.

'

∞∑

j=−∞
(α + βj')W(a' − j', h). (2.39)

If the origin is shifted to the point a' and the Poisson summation formula is used together
with the assumption that the kernel is an even function, (2.39) becomes

(α + βa')

(∫ ∞

−∞
W(q, h) dq + 2

∫ ∞

−∞
cos

(
2πq

'

)
W(q, h) dq + · · ·

)
. (2.40)

This formula shows how the error depends on the Fourier transform of the kernel
(Schoenberg 1946). If the kernel is a Gaussian, the previous expression becomes

(α + βa')(1 + 2e−π2h2/'2
+ · · ·) (2.41)

In this simple case, we conclude that the SPH summation interpolant does not even interpolate
a constant exactly, but the error is exponentially small and is negligible if h > '. If we have
any sufficiently smooth kernel the Fourier transform decreases rapidly and the error can be
made negligible. The frequently used cubic spline kernel gives the following expression for
the previous interpolation:

(α + βa')

(

1 + 2
(

sin πh/'

πh/'

)4

+ · · ·
)

. (2.42)

In this case the dominant error terms vanish if h = ' and are small if h > '.
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Of greater interest are the errors in the derivative. For the previous case, and using (2.13)
we find dg/dx is estimated by

β'

∞∑

j=−'∞
j'

∂W(a' − j', h)

∂xa

. (2.43)

Using the Poisson summation formula again and shifting the origin of the summation to a,
we find the derivative is given by

β

(
1 −

∫ ∞

∞
q

∂W

∂q
cos

(
2πq

'

)
dq + · · ·

)
. (2.44)

The error now involves the Fourier transform of the gradient of the kernel and is larger than in the
case of the function interpolation. In the case of the Gaussian, the errors are again exponentially
small and are negligible if h > '. We conclude from these results (which may be easily
extended to 2 or more dimensions) that the SPH interpolation is as accurate as desired provided
the particles are equi-spaced in an infinite space. This has led some researchers (Chaniotis et al
2002) to use re-meshing strategies for SPH, and their simulations of homogeneous fluids give
very good results. At fixed boundaries they use one-sided interpolation which works well.
However, boundaries, such as free surface liquid problems, then require special care as do
multi-phase and multi-material problems.

2.6. Errors when the particles are disordered

During the course of an SPH calculation the particles become disordered. The exact form of
this disorder depends on the dynamics. When Bob Gingold and I first ran the SPH calculations,
we thought that the disorder could be described by a probability distribution proportional to the
mass density and that the errors could be estimated in the same way as a Monte Carlo estimate.
In particular, we expected that the errors arising from fluctuations would be ∼1/

√
N , where

N is the number of particles. However, the errors were much smaller than this estimate would
suggest. The reason for the smaller errors, as mentioned earlier, is that the probability estimates
allow fluctuations which are inconsistent with the dynamics. The result is that the SPH particles
are disordered, but in an orderly way.

For example, the left frame of figure 1 shows the positions of 971 particles with equal
mass placed at random within a unit circle. The middle frame shows the same particles after
they have been allowed to evolve in a simple linear force field, where the equation of motion is

dva

dt
= −νva −

∑

b

mb

(
Pa

ρ2
a

+
Pb

ρ2
b

)
∇aWab − ra, (2.45)

where the term −νv damps the motion, the terms involving the pressure P approximate the
pressure gradient (discussed in detail in section 3) and the last term is the body force. In this
force field the exact density varies with radius r according to (1 − r2). The particles are still
disordered but the large voids and concentrations appearing in the left frame of figure 1 have
disappeared, and the disorder is far from random. The set of particles gives a density field
shown in figure 2. Because the density is accurate, we can deduce that the gradients of the
pressure field are accurately computed in spite of the disorder in the particles.

The simulation can be set up differently by choosing particle positions for particles which
begin on a lattice of square cells with sides of length 'p. The particles have mass ρ'p2, which
varies over the domain. Only the particles that have a radius r < (1−0.5'p) are kept such that
no particle has zero mass. In the previous case the particles had equal mass and their spacing
varied. Now the particles have different masses but equal initial spacing. After evolving the
particles with the same damping as before, the particle positions settle into the state shown in
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Figure 2. The density radius relation for an SPH simulation of a gas in a linear force field. The
exact results are shown by the curved lines and the SPH results by the filled circles. The left-hand
curve is for the equal mass particle case and the right-hand curve (shifted for clarity) is for the
variable mass particles with nearly equal separation.

the right-hand frame of figure 1. As expected, by analogy with atomic systems, the difference
in the force between pairs produces a different particle equilibrium configuration.

Since the disorder depends on the dynamics, it is not possible to make traditional error
estimates like those used for finite differences or finite elements. In fact, the previous examples
show that, at least for equilibrium configurations, the SPH particles seek the best positions
for a given interpolation formula. This is a profoundly different picture from that for finite
differences, where the best interpolation formula is sought for a given grid. For this reason,
estimates of SPH calculations have had to depend on comparisons with known solutions,
comparisons with experiments or by studying how the error varies with particle number (see,
e.g. Cleary and Monaghan (1999)). These comparisons show that it is possible to achieve very
accurate results with SPH. An example is given in figure 3, where the function r2 exp (−6r2)

is interpolated using the cubic spline and the interpolation formula (2.8) with the particle
positions shown in the central frame of figure 1.

The calculation of derivatives is less accurate except for the calculation of the density
derivatives from the pressure force term in the equation of motion. That derivative is accurate
because the particles are forced to move to an equilibrium position where the density gradient
is determined accurately to balance the applied force which is ∝ r. If the derivative with respect
to x of (r2 − 1) is calculated using (2.14), the results are shown in figure 4. The lower curve
is for the case of equal mass particles and the upper curve for variable mass (the graphs are
shifted by one for clarity). Only the particles within 0.9 of the outer radius were used for these
plots. These particles comprise 96% of the mass. The mean square error in the gradient is 0.02.

One reason for the accuracy of SPH despite the disorder in dynamical problems is that it is
possible to devise SPH algorithms so that they conserve important quantities like momentum
and energy. The importance of this conservation shows up in simple problems involving the
integration of ordinary differential equations. Suppose, for example, that we wish to integrate
the equations for a binary star system with the stars treated as points and we are offered
either a Verlet symplectic integrator (since the system is Hamiltonian) or a standard fourth
order Runge–Kutta integrator. The Runge–Kutta scheme is of higher order so that, if we
use the same time step in each case, a numerical analyst might argue that the Runge–Kutta
will give more accurate results than the Verlet integrator. However, the Runge–Kutta scheme
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Figure 3. The function r2 exp (−6r2) interpolated using a cubic spline and the particle distribution
shown in figure 2. The continuous line is the exact result. The dots show the SPH results.

Figure 4. The SPH derivative with respect to x of (r2 − 1) using (2.14). The upper points are
for the particles with initially equal spacing. They have been shifted by 1.0 for clarity. The lower
points are for the case of equal mass particles. The points included have r < 0.9 and contain 96%
of the mass.

produces a less accurate orbit. The effect is more extreme as the eccentricity gets closer
to 1. The problem arises because the standard fourth order Runge–Kutta does not conserve
angular momentum (it is also not reversible, whereas the system is). On the other hand, the
symplectic integrator, which is a lower order integrator, gives much better results because it
conserves angular momentum and is reversible. In this example the order of the integrator is
less important than the conservation. It turns out that in SPH simulations, and in molecular
dynamics, integrators which give very good conservation are to be preferred over higher order
integrators which do not have good conservation properties. For these reasons it is preferable
to write the gradient terms of SPH algorithms so that conservation is very accurate.

An example of the accuracy of SPH in a complex evolution of a liquid is due to
Colagrossi (2004) and shown in figure 5. The liquid is initially in the shape of a square.
The initial velocity field for a square with initial side length L is

(vx, vy) = (V (e−(4y/L)2 − e−4), −V (e−(4x/L)2 − e−4)), (2.46)



Smoothed particle hydrodynamics 1719

Figure 5. The evolution of an initial square of liquid (- - - -) computed using SPH and a combination
of level set and finite difference methods (— · —, Colagrossi (2004)).

(This figure is in colour only in the electronic version)

has spatially varying vorticity and produces severe distortion of the original square. The
vertices initially have zero velocity and three of the vortices remain at rest. The dash–dot lines
show the position of the outer boundary calculated using a combination of level set and finite
difference techniques. The agreement between the two methods is remarkably good and shows
that SPH is capable of simulating complex flows very satisfactorily.

An alternative approach to accuracy is taken by Vila and Lanson and their colleagues
(Ben Moussa et al 1999) who extend the idea of Johnson and Beissel (1996) to use normalized
kernels, but do so within the framework of an estimate of error bounds. This approach is
more mathematical than the applied mathematical approach described in this review. As a
result, these authors can get rigorous bounds on errors but with coefficients which cannot
be determined accurately. Kahan (1980), in a witty discussion of the problems of estimating
errors, comments on the pessimistic nature of error bounds and the options for estimating them
accurately, in the following terms:

‘Both options are often so pessimistic and so costly that most people prefer to take their
chances with computations carried out with precisions believed, rightly or wrongly,
to exceed by far what is necessary. Their attitude makes sense; they would rather
believe the error to be negligible than know how big it isn’t’.

However, the analysis of Villa and Lanson has led them to a re-appraisal of the SPH
normalization of Johnson and Beissel with promising results.

3. SPH Euler equations

The Euler equations are the equations for the rates of change of velocity, density and position,
namely,

dv

dt
= − 1

ρ
∇P + g, (3.1)

dρ

dt
= − ρ∇ · v, (3.2)

dr
dt

= v, (3.3)
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where v is the velocity, ρ the density, P the pressure and g is the body force per unit mass.
In this equation the time derivative is the derivative following the motion. In general, P is
a function of ρ and the thermal energy but in the present case where there is no dissipation,
the pressure can be taken as a function of ρ and the entropy per unit mass s, which remains
unchanged during the motion. In some cases we will assume the entropy is the same for all
particles, but, in general, each particle could have a different entropy.

The equation for the rate of change of density and its SPH equivalent have been discussed
earlier. The SPH acceleration equation is discussed in the following sections.

3.1. The SPH acceleration equation

The original forms of SPH (Gingold and Monaghan 1977, Lucy 1977) converted the
acceleration equation into SPH by writing

(∇P)a =
∑

b

mb

Pb

ρb

∇aWab, (3.4)

such that
dva

dt
= − 1

ρa

∑

b

mb

Pb

ρb

∇aWab. (3.5)

However, (3.5) does not conserve linear or angular momentum exactly, since the force on
particle a owing to b is not equal and opposite to the force on b owing to a or

mambPb

ρaρb

∇aWab ̸= −mambPa

ρaρb

∇bWab, (3.6)

because Pa ̸= Pb. Note that ∇aWab = −∇bWab.
To write the acceleration equation in a form which conserves linear and angular momentum

the original approach was to make use of a Lagrangian (Gingold and Monaghan (1978, 1979)
and in more detail Gingold and Monaghan (1982)). However, the same result is obtained by
noting that

∇P

ρ
= ∇

(
P

ρ

)
+

P

ρ2
∇ρ . (3.7)

Using the SPH interpolation rules, (3.7) becomes
dva

dt
= −

∑

b

mb

(
Pb

ρ2
b

+
Pa

ρ2
a

)
∇aWab. (3.8)

Writing

∇aWab = rabFab, (3.9)

where Fab is a scalar function of |ra − rb|, the force on a owing to b is then

mamb

(
Pb

ρ2
b

+
Pa

ρ2
a

)
rabFab, (3.10)

which is equal and opposite to the force on b owing to a. As a consequence, linear and angular
momentum are conserved exactly if h is constant or a symmetric function of a and b. It is
possible to maintain this conservation even when h is allowed to vary (see later).

This pair force is actually a disguised many-body force because the pressure and density
depend on the distribution of the particles and, in general, the resolution length also depends
on the particle number density. The result is that, in general, the dynamics of an SPH
system differs from an atomic or molecular system which can be approximated by pure pair
forces.
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3.2. The energy equations

The assumptions of the Euler equation do not require the time rate of change of thermal energy
to be calculated. However, it is convenient to convert the non-dissipative rate of change of
thermal energy to its SPH form. From the first law of thermodynamics

T ds = du + P dV, (3.11)

= du − P

ρ2
dρ, (3.12)

where s is the entropy and all quantities are per unit mass the time rate of change of thermal
energy is

du

dt
= P

ρ2

dρ

dt
= − P

ρ2
∇ · v. (3.13)

Using the SPH form for ∇ · v given earlier, the previous equation can be written either as

dua

dt
= Pa

ρ2
a

∑

b

mbvab · ∇aWab (3.14)

or
dua

dt
= Pa

ρa

∑

b

mb

ρb

vab · ∇aWab. (3.15)

A good general principle when writing SPH equations is to approximate the same quantity
is the same way in all the equations. For example, in the equation for the rate of change of
thermal energy, the particular expression for ∇ · v should be the same as that used in the time
rate of change of the density.

In addition to an equation for the thermal energy, it is useful to consider the equation for
the thermokinetic energy per unit mass defined by

ê = 1
2v2 + u. (3.16)

The rate of change of ê with time can be deduced from equations for the acceleration and the
rate of change of u. The continuum equation derived in this way is

dê

dt
= − 1

ρ
∇ · (Pv). (3.17)

Following the same procedure, but now using the SPH equations we find

dêa

dt
= −

∑

b

mb

(
Pavb

ρ2
a

+
Pbva

ρ2
b

)
· ∇aWab. (3.18)

The continuum limit of this SPH equation is

dê

dt
= − P

ρ2
∇ · (ρv) − v · ∇

(
P

ρ

)
= − 1

ρ
∇ · (Pv). (3.19)

Calculations of shock phenomena with finite difference methods often use the thermokinetic
energy equation rather than the thermal energy equation because it ensures conservation
of the energy. Furthermore, in relativistic problems, it is natural to work with momentum
and energy equations which guarantee conservation of momentum and thermokinetic energy.
Because of the symmetry of the SPH equation, the rate of change with time of the total
thermokinetic energy

∑
a maêa is zero.
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4. Resolution varying in space and time

In the original calculations of Gingold and Monaghan (1977), each particle had the same h

proportional to (⟨r2⟩ − ⟨r⟩2)1/2 where, for example, ⟨r2⟩ denotes the mass average

⟨r2⟩ =
∑

b mbr2
b∑

b mb

. (4.1)

During a simulation, h is then automatically increased as the particle system expands and
decreased as it contracts. In their binary fission calculations, Gingold and Monaghan (1978)
used an h proportional to the inverse of the gravitational energy of the system. These two
choices were crude attempts to automatically match the resolution length h to the scale of the
system. Gingold and Monaghan (1982) suggested that it would be preferable to allow ha for
any particle a to be related to the density according to

ha = σ

(
ma

ρa

)1/d

, (4.2)

where d is the number of dimensions and σ is a constant ∼1.3. This has proved to be a powerful
and robust way of specifying the resolution length h. It automatically gives SPH a resolution
which varies in time and space and, if used consistently, leads to SPH equations which can be
derived from a Lagrangian.

If the density is determined by summation, the density for particle a can be written as

ρa =
∑

b

mbWab(ha). (4.3)

The usual approach in the literature is either to calculate ha at any time using the current value
of ρa (estimated from the SPH summation), or to calculate ha from the rate of change of density
according to

d ln h

dt
= −1

d
d ln ρ

dt
. (4.4)

Various techniques may then be used to adjust the ha . For example, Steinmetz and
Mueller (1993) average the local density and use this to change h. Another often used
alternative is to adjust h so that each particle has a constant number of neighbours (Hernquist
and Katz 1989).

Ideally, h should be determined from the summation equations so that it is consistent
with the density obtained from the summation (Monaghan 2002). Equation (4.3) is a non-
linear equation for the single variable ρa , which can be solved rapidly by point iteration
possibly combined with a Newton–Raphson scheme. For example, in the case of a Toy star
potential, starting with random positions in the left frame of figure 1, the mean square error in
solving (4.3) is reduced by a factor 10 each point iteration, and one iteration is often sufficient.
Further iterations are only required for a sub-set of the particles and the time required for extra
iterations is not much (Price 2004b).

In some problems it might be necessary to replace (4.2) by a formula that limits how large
or small h can become. For example, an upper bound on ha when ρa becomes very small is
desirable to prevent strong interactions between a very low and a very high density region.
This can be achieved if (4.2) is replaced by

ha = σ

(
ma

A + ρa

)1/d

, (4.5)

where A is a suitable constant. A lower bound can be, similarly, included. In all cases (4.3)
can be solved consistently.
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5. Lagrangian equations

The Lagrangian L for the non-dissipative motion of a fluid in a potential %(r) per unit mass is
(Eckart 1960)

L =
∫

ρ

(
1
2
v2 − u(ρ, s) − %

)
dr, (5.1)

where v is the velocity, u the thermal energy per unit mass, ρ the density and s is the entropy.
We assume that the entropy of each element of fluid remains constant, though each particle
can have a different entropy. SPH Lagrangian equations of motion have been obtained by
Springel and Hernquist (2002) using a constraint on the mass within a sphere of radius ha

about particle a and by Monaghan (2002) assuming a functional relation between h and ρ. In
this review we use the latter approach.

The SPH form of Eckart’s Lagrangian is

L =
∑

b

mb

(
1
2
v2

b − u(ρb, sb) − %b

)
. (5.2)

From Lagrange’s equations for particle a

d
dt

(
∂L

∂va

)
− ∂L

∂ra

= 0, (5.3)

we find
dva

dt
= −

∑

b

mb

(
∂u

∂ρ

)

s

∂ρb

∂ra

− ∂%a

∂ra

. (5.4)

From the first law of thermodynamics
(

∂u

∂ρ

)
= P

ρ2
. (5.5)

From the SPH summation for the density (2.9) (assuming h is a function of ρ as in (4.2)),

-b

∂ρb

∂ra

=
∑

c

mc∇aWac(ha)δab − ma∇bWab(hb), (5.6)

where the gradient of Wab is taken keeping h constant, δab is the Kronecker delta, and

-b = 1 − Hb

∑

c

mc

∂Wbc(hb)

∂hb

. (5.7)

Here Hb denotes ∂hb/∂ρb.
Using these results (5.4) becomes

dva

dt
= −

∑

b

mb

(
Pa

-aρ2
a

∇aWab(ha) +
Pb

-bρ
2
b

∇aWab(hb)

)
+ ga, (5.8)

where δab is a Kronecker delta, ga is the force/mass owing to the potential % and ∇a denotes
the gradient taken with respect to the coordinates of particle a.

In the case of equi-spaced particles in one dimension, - can be estimated using the Poisson
summation formula. We find

- = 1 + 2h
∂W̃

∂h
, (5.9)

where W̃ is the Fourier transform of W . For the case of a Gaussian kernel

- = 1 −
(

2πh

'

)2

e−(πh/')2
. (5.10)
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Figure 6. The function S for the cubic spline with equi-spaced particles. The values of h are scaled
to the particle spacing.

Since πh/' ∼ 4 this result shows that for the Gaussian kernel and equi-spaced particles - is
very close to 1. The cubic spline estimate of

S = h

ρ

∑

c

mc

∂Wbc(hb)

∂hb

(5.11)

in one dimension is shown in figure 6. The value of S for the cubic spline is larger than for the
Gaussian.

However, when ρ varies significantly, - can vary significantly and it must be
included to give accurate wave propagation. Finally we note (see Monaghan (2002),
Price and Monaghan (2004a)) that the rate of change of density with time (2.18),
when h is a function of ρ, becomes

dρa

dt
= 1

-a

∑

b

mbvab · ∇aWab(ha), (5.12)

where the gradient is taken with ha constant. Similarly, the rate of change of thermal energy
per unit mass is

dua

dt
= Pa

-aρ2
a

∑

b

mbvab · ∇aWab(ha). (5.13)

5.1. Conservation laws

The conservation laws can be deduced either from the equations of motion or from the
invariance of the Lagrangian to infinitesimal transformations.

5.1.1. Momentum conservation. Linear and angular momentum will be conserved,
provided the Lagrangian (5.2) is invariant to translations and rotations. Because the SPH
density and therefore the thermal energy term (with constant entropy) is invariant to these
transformations, so the Lagrangian, the fluid dynamical terms, therefore, conserve linear
and angular momentum. If the force terms owing to the potential are also invariant to the
transformations (this is true of self-gravity), the entire system will conserve momentum.
The same result follows from (5.8), using

∇aWab(ha) = rabFab(ha), (5.14)
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where Fab(ha) = F(|rab|, ha). From the symmetry of the interaction terms the linear and
angular momentum are exactly conserved. In addition, because there is no explicit time
dependence in L, the energy is conserved. The SPH system, therefore, mimics a system of
molecules with forces between their line of centres, but with the difference that the strength of
the interaction, through P and ρ, and its geometric dependence through the kernel, depends
on the positions of other particles.

5.1.2. Circulation. Kelvin (see, e.g. Lamb (1932)) showed that for an inviscid fluid with
P = P(ρ), and conservative body forces, the integral of the velocity around any closed path

CK =
∮

v · dr (5.15)

is constant. This conservation law is really infinitely many conservation laws since there are
infinitely many closed curves. The constancy of circulation has been found useful in many
hydrodynamic and atmospheric problems, and it is also applicable in astrophysical problems
involving the dynamics of isothermal or adiabatic gas.

We can recover the circulation conservation directly from our SPH system. Consider a
fluid where all the particles have the same mass and imagine a necklace of particles. If the
particles have the same entropy (so that the necklace lies in a constant entropy surface) then
nothing will change if each particle is shifted to its neighbour’s positions always moving in the
same sense around the necklace. With a proviso to be considered below, the dynamics should
be unchanged. We can interpret this as requiring the change in the Lagrangian to be zero.

In this case, if a particle label on the necklace is ℓ, the change in position and velocity of
the ℓth particle will be δrℓ = (rℓ+1 − rℓ) and δvℓ = (vℓ+1 − vℓ), respectively. The change in
the Lagrangian to first order is then

δL =
∑

ℓ

(
∂L

∂rℓ

· δrℓ +
∂L

∂vℓ

· δvℓ

)
, (5.16)

where now the summation only applies to the particles around the necklace. Using the
previous expressions for δrℓ and δvℓ together with Lagrange’s equations to replace ∂L/∂rℓ by
d(∂L/∂vℓ)/dt , and assuming the particle masses are equal, results in

δL = m
d
dt

∑

ℓ

vℓ · (rℓ+1 − rℓ) = 0, (5.17)

which must be zero if there is no change in the dynamics. We conclude that

C =
∑

ℓ

vℓ · (rℓ+1 − rℓ) (5.18)

is constant and this is true regardless of the necklace in the constant entropy surface. This
result is a discrete version of Kelvin’s theorem. We can get the same result, but with opposite
sign, by going around the necklace in the opposite sense. If we combine the two (changing
the sign of the second because the integral is in the reverse sense) we get

C = 1
2

∑

ℓ

vℓ · (rℓ+1 − rℓ−1), (5.19)

which is a more accurate estimate of the circulation.
This result is, in general, only approximate because the changes in position and velocity

to get from one place in the necklace to its neighbour are discrete, whereas exact conservation
is only true when the transformations are infinitesimal. However, as Frank and Reich (2003)
show for the case P = Kρ2, where K is a constant, the SPH equations lead to very accurate
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conservation of circulation, provided the necklace is defined by a large set of tracer particles.
These tracer particles have negligible mass and interact only with the real SPH particles. The
pressure force can, therefore, be written as the derivative of a potential and it follows (with
ℓ denoting a tracer label and noting that the sum over vℓ · (vℓ+1 − vℓ−1) vanishes) that

dC

dt
= −

∑

ℓ

(rℓ+1 − rℓ−1) · ∇ℓ/ℓ, (5.20)

where

/ℓ = K
∑

b

mbW(rℓ − rb, h). (5.21)

If the number of tracer particles is made sufficiently large, the summation over ℓ becomes
arbitrarily close to a line integral of a potential function around a closed loop and this vanishes.
An interesting conclusion from this result is that the tracer particles have enough information
from the real SPH particles to define their velocity and position so that the circulation is
constant to high accuracy. The same argument can be extended to more complicated barotropic
equations of state and applied to molecules or to clusters of stars.

The circulation of a fluid also appears in the work of Feynman on vortices in liquid
helium and the necklace transformation was used by him to determine the quantization of
circulation. For our present purposes we follow Feynman’s review article (Feynman 1957).
In that review he suggests a simple form of the wave function for a set of N identical
helium atoms. If the entire system moves as a rigid body then the wave function / is
given by

/ = eik·
∑

j rj %, (5.22)

where rj is the position vector of particle j and Nh̄k is the momentum of the system. The
function % is the ground state wave function. Feynman then argues that if the velocity is
varying slowly then the wave function in a region must be close to the wave function of the
atoms moving at a uniform velocity. As a result, the wave function for the entire fluid is
expected to be similar to

/ = ei
∑

j mvj ·rj %, (5.23)

where m is the mass of a helium atom. Feynman argues that the wave function must be invariant
to the necklace transformation. When the particles are shifted around the necklace he finds
that the change in the phase is given by

1
h̄

∑

j

mv · 'rj . (5.24)

The wave function will be invariant if this phase is a multiple of 2π . Accordingly, we can
write

∑

j

vj · 'rj = 2πh̄n

m
, (5.25)

where n is an integer. Thus, circulation is quantized.
Finally we note that the circulation invariant contains a topological quantity, the loop

around which the circulation is calculated and a dynamical quantity, the velocity. Many
numerical codes in astrophysics can guarantee satisfactory accuracy for the velocity, but few
can guarantee the same accuracy for the circulation because the numerical codes cannot follow
the tangling of the loop.
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5.2. The Lagrangian with constraints

In the simplest form of the SPH equations, ρ is defined by a summation over kernels. However,
as suggested in section 2, there may be advantages in working with other forms of the density
convergence equation; for example,

dρa

dt
= ρa

∑

b

mb

ρb

vab · ∇aWab. (5.26)

The action principle requires that

S =
∫

L dt (5.27)

is stationary for arbitrary and infinitesimal variations δr in the coordinates and corresponding
variations δv in the velocities. These variations are related by

dδr
dt

= δv. (5.28)

Suppose that the only non-zero variation is δra . The first order change in S is

δS =
∫ (

mava · δva −
∑

b

mb

∂u(ρb, s)

∂ρb

δρb

δra

· δra

)

dt, (5.29)

where δρb/δra denotes the Lagrangian change in ρb when the position of particle a changes
by δra at time t . From (5.12) the change in ρb (assuming the variation in h can be neglected) is

δρb = ρb

∑

c

mc

ρc

(δrb − δrc) · ∇bWbc(hb) (5.30)

and, therefore,
δρb

δra

= ρb

∑

c

mc

ρc

(δab − δac)∇bWbc(hb). (5.31)

If this expression is substituted into the integral for δS, and the velocity term is integrated
by parts (recalling that dδr/dt = δv), the variational principle gives

dva

dt
= −

∑

b

mb

ρaρb

(Pa∇aWab(ha) + Pb∇aWab(hb)) . (5.32)

This is the acceleration equation that is consistent with the convergence equation (5.21).
This procedure can be generalized (for details see Price (2004a)) by writing the convergence
equation as

dρ

dt
=

( ρ

%

)
%∇ · v, (5.33)

where % is an arbitrary function. We can write (5.28) as
dρ

dt
= ρ

%
(∇ · (%v) − v · ∇%). (5.34)

If the SPH form of (5.29) is used as a constraint, the action principle gives
dva

dt
= −

∑

b

mb

ρaρb

(
Pa%b

%a

∇aWab(ha) +
Pb%a

%b

∇aWab(hb)

)
. (5.35)

If % = ρ, then the first form of the acceleration equation is recovered. If % = 1, the second
form is recovered. If we choose % =

√
P , then the acceleration equation becomes

dva

dt
= −

∑

b

mb

√
PaPb

ρaρb

(∇aWab(ha) + ∇aWab(hb)) . (5.36)
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The advantages of choosing this last form consistently with % =
√

P in the convergence
equation have not been analysed. These various forms of the acceleration equation have the
same conservation properties.

5.3. Time integration in the absence of dissipation

Because the SPH algorithm reduces the original continuum partial differential equations to sets
of ordinary differential equations, any stable time stepping algorithm for ordinary differential
equations can be used. However, when there is no dissipation, the properties of the Lagrangian
description can be preserved using a symplectic integrator (see, e.g. Leimkuhler et al (1997)).
A simple example is the Verlet second order integrator which, for the one-dimensional system

dq

dt
= v, (5.37)

dv

dt
= f (q), (5.38)

takes the form (for constant time step δt)

q1/2 = q0 + 1
2δtv0, (5.39)

v1 = v0 + δtf (q1/2), (5.40)

q1 = q1/2 + 1
2δtv1, (5.41)

where a0, a1/2 and a1 denote the values of a at the start of a step, halfway and at the end of
the step, respectively.

In the case where there are n coordinates q1, q2, q3, . . . , qn with velocities
v1, v2, v3, . . . , vn we get

q
1/2
i = q0

i + 1
2δtv0

i , (5.42)

v1
i = v0 + δtf (q

1/2
1 , q

1/2
1 , q

1/2
1 , . . .), (5.43)

q1
i = q

1/2
i + 1

2δtv1
i . (5.44)

In an SPH calculation, δt will depend on the speed of sound which, for a non-dissipative
system depends on the density and, therefore, on the coordinates. In this case (5.39)–(5.41)
are replaced with the following steps where the first half step has a different time step from
the second half step.

q
1/2
i = q0

i + 1
2δt0v0

i , (5.45)

v
1/2
i = v0

i + 1
2δt0f (q

1/2
1 , q

1/2
2 , q

1/2
3 , . . .), (5.46)

v1
i = v

1/2
i + δt1f (q1/2), (5.47)

q1
i = q

1/2
i + 1

2δt1v1
i , (5.48)

where, for example,

δt1/2 = 1
2 (δt0 + δt1), (5.49)

or, the frequently used
2

δt1/2
= 1

δt0
+

1
δt1

, (5.50)

so that, with δt1/2 calculated from the mid-point coordinate values, δt1 can be calculated for
the second half of the time stepping. This algorithm is reversible in time. The time stepping
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for the n coordinate system (5.42)–(5.44) can be replaced in the same way. An alternative
form with the same accuracy is

v1/2 = v0 + 1
2δtf 0, (5.51)

q1 = q0 + δtv1/2, (5.52)

v1 = v1/2 + 1
2δtf 1, (5.53)

which can be compared with (5.39)–(5.41). The latter is often referred to as the drift–kick–drift
form, whereas the steps (5.51)–(5.53) are referred to as the kick–drift–kick form. The kick is
the change in the velocity by the force. The drift is the change in the coordinate moving with
the initial velocity. In some cases it may be useful to have the forces evaluated at the end of the
step as in the kick–drift–kick form.

It is possible to show that the symplectic integrator equations (5.42)–(5.44) are equivalent
to using the Lagrangian

L =
∑

i

1
2
miv

2
i − % − δt2

12

⎛

⎝
∑

j

mjf
2
j +

1
2

∑

j

∑

k

mj q̇j q̇k

∂fj

∂qk

⎞

⎠ + O(δt4), (5.54)

or, equivalently, the Hamiltonian

H =
∑

i

1
2
miv

2
i + % +

δt2

12

⎛

⎝
∑

j

mjf
2
j +

1
2

∑

j

∑

k

mj q̇j q̇k

∂fj

∂qk

⎞

⎠ + O(δt4), (5.55)

where % is the potential energy such that fi = ∂%/∂qi . In an SPH calculation, % is given by

% =
∑

j

mjuj + /, (5.56)

where / is the potential of any body force. As a consequence, the Hamiltonian, and therefore
the energy, will not show a secular increase or decrease with time. Note that the double
summation term can be written

∑

j

∑

k

q̇j q̇k

∂fj

∂qk

=
∑

j

vj

dfj

dt
. (5.57)

Since dfj/dt can be estimated from fj at two time steps, the contribution of this double
summation can be computed at little cost.

The advantages of using symplectic integrators for molecular dynamics has been discussed
by many authors (see, e.g. Leimkuhler et al (1997)).

6. Applications of the Euler equations

The most common application of the SPH equations without dissipation is to small oscillations.
The simplest of these is the oscillation of an infinite, one-dimensional gas with constant initial
density. The analysis in the case of constant h has been given by Monaghan (1989) and
Morris (1996). However, we will give the dispersion relation appropriate for h a function of ρ.
A more complicated example is the oscillation of a Toy star in one dimension. This case is
important because it mimics the oscillations of a star and is more difficult because the eigen
functions vary sharply near the surface where the density goes to zero.
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6.1. Dispersion relation for an infinite one-dimensional gas

Consider an SPH system that consists of an infinite set of particles in one dimension with initial
spacing '. They are perturbed by a velocity much less than the speed of sound cs. Let the
unperturbed quantities (shown by an over bar) and the space and time variation of all perturbed
quantities be proportional to

exp i(kx̄a − ωt), (6.1)

where x̄a = a' is the unperturbed position of particle a. In an unpublished work, I have shown
that the linearized one-dimensional SPH equations of motion, with h ∝ 1/ρ and P = Kργ ,
give the dispersion relation

ω2 = c2
s

γ -̄

[
(γ − 2)%2

ω
+ 2/ − h

-̄

∂%2

∂h
− ℓ%2

-̄2

]
. (6.2)

The functions %, / and ℓ are defined by

% = '
∑

c

sin (kx̄c)
∂W(x̄c, h)

∂ x̄c

, (6.3)

/ = '
∑

c

[1 − cos (kx̄c)]
∂2W(x̄c, h)

∂h2
(6.4)

and

ℓ = −2h'
∑

c

∂W(x̄c, h)

∂h
− h2'

∑

c

∂2W(x̄c, h)

∂h2
(6.5)

and cs is the adiabatic sound speed.
If the wavelength is much larger than ' (as in many simulations, where the wave length

is typically 100'), the summation can be replaced by an integration. We find

% =
∫ ∞

∞
sin (kx)

dW

dx
dx = −kW̃ (k, h), (6.6)

where W̃ (k, h) is the Fourier Transform of the kernel, and

/ =
∫ ∞

∞
(1 − cos (kx))

d2W

dx2
dx = k2W̃ (k, h). (6.7)

In this limit the dispersion relation becomes

ω2 = c2
s k

2

γ-

[
(γ − 2)W̃ 2(k, h)

-
+ 2W̃ (k, h) − h

-

∂W̃ 2

∂h
− ℓW̃ 2

-2

]

. (6.8)

The Fourier transform of the one-dimensional Gaussian kernel and the spline kernels are

e−(hk/2)2
(6.9)

and
(

sin (hk/2)

hk/2

)n

, (6.10)

respectively, where the latter is obtained from (2.4) (note that the cubic spline has n = 4).
If kh < 1, we can approximate each of these by

1 − βh2k2, (6.11)
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Figure 7. The SPH dispersion relation for sound waves in one dimension using the cubic spline
and taking γ = 5/3 with full account of the variation of h with ρ. The black dots show the results
when the variation of h with density is included. The open circles show the results when h is fixed.

with β = 1/4 for the Gaussian and β = 1/6 for the cubic spline. Using this approximation,
and the further approximation - = 1 and ℓ ∼ 0, the dispersion relation when h varies with ρ

becomes

ω2 = k2c2
s

[
1 +

2βh2k2(3 − γ )

γ

]
. (6.12)

If the contributions from the variation of h with ρ are neglected, the dispersion relation becomes

ω2 = k2c2
s

[
1 +

2βh2k2(1 − γ )

γ

]
. (6.13)

This shows that, if h is constant, and γ lies in the normal range 1 ! γ ! 3, the dispersion
curve lies below the exact line ω = csk, whereas if the variation of h is included the dispersion
curve is above the exact line. The dispersion relation for the cubic spline in the case where,
initially, h = 1.2 and γ = 5/3 is shown in figure 7. The variation of the dispersion relation is
in agreement with the previous results when k is sufficiently small. In addition, we note that
the dispersion relation for the case of varying h always lies above that for the case where h

is constant. Both dispersion curves have the same limit when k = π/' because, for this k,
% = 0 and / = 8'(∂2W/∂x2) evaluated at x = '. More accurate dispersion relations can
be obtained if kernels which interpolate at a higher order are used. However, as mentioned
earlier, these kernels are not satisfactory for shocks unless, in a dynamical calculation, there is
a switch from lower order interpolation near shocks (e.g. where the cubic spline could be used)
to a higher order interpolating kernel, elsewhere. An alternative is to use velocity smoothing
(see later) with a suitable coefficient to cancel the error terms.

Figure 8 shows a velocity field after 4000 steps, for a one-dimensional gas with γ = 1.4,
which was begun with density constant and velocity 0.05cs sin(2πx). The velocity was
reversed after 2000 steps. The total time of the simulation is equivalent to 13.7 periods.
The SPH results were calculated using 100 particles with constant h = 0.013. The exact result
(the reversed initial velocity) is shown by the continuous line, which is difficult to see because
it passes through the points from the SPH simulation shown by filled symbols. Figure 9 shows
the results for an initial velocity 0.05cs sin(10πx). In this case the integration time is equivalent
to 68.5 periods. The agreement between the SPH results and the exact values is excellent.
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Figure 8. The velocity field for an oscillation in a one-dimensional gas at step 4000. The integration
was performed using a Verlet symplectic integrator with 100 SPH points and the motion was reversed
at step 2000. The SPH results are shown by filled symbols and the exact results by a continuous
line (which is difficult to see because it passes through the SPH points).

Figure 9. The velocity field for the conditions of the previous figure except that the initial velocity
is 0.05cs sin(10πx).

6.2. Toy star oscillations

The usual tests in computational gas dynamics involve systems with rigid or periodic boundaries
as in the previous test. These boundaries are quite useful for testing algorithms for industrial
fluid dynamics. However, in astrophysics a more realistic test case is a finite mass of gas pulled
together by gravity or a force which mimics gravity. The region outside the gas then has zero
density. When finite difference methods are used for the dynamics of such a system they often
give poor results because they do not handle the outer region of the gas moving into a vacuum.
However, they do not present difficulties for particle methods such as SPH.

A useful class of such test problems are the Toy stars considered by Monaghan and
Price (2004). The self-gravity is replaced by an attractive force proportional to the distance



Smoothed particle hydrodynamics 1733

and along the line of centres of any two particles. This force is the simplest many-body force.
It was discovered by Newton, who pointed out that if two particles attract each other with a linear
force then they move as if attracted to the centre of mass of the pair (see Chandrasekhar (1995)
for a modern interpretation of Newton’s Principia and, in particular, Newton’s proposition
LXIV, which discusses this force).

If there are N particles attracting each other with a force proportional to the separation,
and directed along the line joining pairs of particles, then each particle moves as if it is
independent of the others. The force appears as a linear force towards the centre of mass of the
N particles (the particles, therefore, move in a common oscillator potential). In the case of two
particles in three dimensions, the trajectories are closed Liassajous figures. A gaseous system
with this force has a number of attractive features for testing algorithms for fluid dynamics.
The linear modes of oscillation can be calculated easily and there is an exact non-linear solution
where the velocity is a linear function of the coordinates but a non-linear function of time.
This solution can be calculated very accurately by integrating a small number of ordinary
differential equations and the results provide an excellent test of any computational fluid
dynamics algorithm.

The simplest version of the Toy star assumes that pressure P is given in terms of the
density ρ by P = Kρ2, where K is a constant. This makes the problem analogous to the
problem of shallow water motion in paraboloidal basins. There is extensive literature on this
problem including the seminal papers of Ball (1963) and the general analysis by Holm (1991).

6.3. Toy stars in one dimension

Suppose that we have an isolated group of N particles in one dimension interacting with linear
forces such that the force on particle j owing to particle k is νmjmk(xk − xj ). The potential
energy is

% = 1
4
ν

∑

j

∑

k

mjmk(xj − xk)
2, (6.14)

The equation of motion of the j th particle is then

mj

d2xj

dt2
= −νmj

∑

k

mk(xj − xk). (6.15)

However, the centre of mass can be chosen as the origin, so the equation of motion becomes

d2xj

dt2
= −νMxj , (6.16)

where M is the total mass. The motion of the N -body system is therefore identical to the
independent motion of each particle in a harmonic potential. In the following, we replace
Mν by -2. The acceleration equation for a one-dimensional gaseous toy star with velocity v,
density ρ and pressure P is

dv

dt
= − 1

ρ

∂P

∂x
− -2x. (6.17)

Solutions can be found for P = Kργ with K constant and any γ " 1. If γ = 2, the
equations are identical in form to those for the shallow water equations with density replacing
the water depth. The equilibrium quantities can be easily calculated and, when the equilibrium
is disturbed by velocities that are small compared with the speed of sound, the equations can
be linearized. The errors in the linearization may, however, be large near the surface where
the speed of sound and the pressure fall to zero. The velocity eigenfunctions are Gegenbauer
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Figure 10. The velocity field for the Toy star oscillating with the velocity field in mode 3. The
SPH results are shown by the filled symbols and the exact result by the circles.

Figure 11. The SPH frequencies for Toy star eigenfunctions shown by filled circles compared with
the exact results shown by open circles.

polynomials and the density eigenfunctions are Legendre polynomials. To simulate high order
oscillations a large number of particles must be used to ensure that the resolution length is
much smaller than the separation of the modes. If 400 particles are used then modes up to the
twentieth can be simulated with high accuracy. The frequencies are always very accurate but
the errors in the eigenfunctions are less accurate especially near the boundary. The velocity
field for mode 3 is shown in figure 10 after 4 oscillation periods. The agreement with the
perturbation solution is very good. A comparison between the SPH and the exact frequencies
are shown in figure 11 for the first 20 modes. The agreement between theory and computation
is excellent. These results show that the SPH method is able to accurately reproduce rather
delicate and small oscillations in one dimension.

An attractive feature of the Toy stars is that exact non-linear solutions can be found.
For the one-dimensional case with P = Kργ the solution has the form

v = A(t)x, (6.18)
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with

ρ(γ−1) = H(t) − C(t)x2, (6.19)

so that the time-dependent radius of the toy star is
√

H/C. Substitution into the equations of
motion and equating powers of x gives a set of ordinary differential equations for A, H and C.
These can be integrated with high accuracy and compared with direct simulations by SPH.
The agreement between the SPH results and the exact solution is again excellent.

The generalization of Toy stars to 2 and 3 dimensions is straightforward although
the details become more complicated. Solutions can also be found with magnetic fields
(see Monaghan and Price (2004)) who solve the one-dimensional MHD case).

7. Heat conduction and matter diffusion

The efficient solution of the heat conduction equation is fundamental for dissipative processes
since similar techniques can be used for viscous dissipation or matter diffusion. An advantage
of the SPH equations for these dissipative problems, as in the purely mechanical case, is that
they can be written in such a way that they mimic fundamental properties of the system and
allow complicated physics to be handled in a straightforward way. Appropriate forms of these
equations have been derived (Brookshaw 1985, Cleary and Monaghan 1999, Monaghan et al
2005) and applied to a wide variety of heat conduction problems, including the Stefan problem
and the freezing of alloy solutions (Monaghan et al 2005) and problems involving radiative
transfer in the diffusion approximation (Whitehouse and Bate 2004).

7.1. The SPH heat conduction equation

A convenient form of the heat conduction equation without heat sources or sinks is

cp

dT

dt
= 1

ρ
∇(κ∇T ), (7.1)

where T is the absolute temperature, cp the heat capacity per unit mass at constant pressure,
ρ the density, κ the coefficient of thermal conductivity and d/dt the derivative following the
motion. The spatial derivatives can be determined using the results of section 2.3, and the SPH
form of (7.1) is

cp,a

dTa

dt
=

∑

b

mb

ρaρb

(κa + κb)(Ta − Tb)Fab. (7.2)

This equation shows that the contribution of particle b to the rate of change of Ta is positive
if Tb > Ta because Fab ! 0, i.e. the heat flows from the hotter element of the fluid to the
cooler element as expected. As mentioned in section 2.3, this fundamental requirement could
not be guaranteed if the second derivatives of the interpolation formula for T were calculated
directly.

Equation (7.2) does not guarantee that the heat flux will be continuous when κ is
discontinuous. Cleary and Monaghan (1999) show from an analysis of the finite difference
case that this problem can be solved by replacing (κa + κb) in (7.2) with

4κaκb

(κa + κb)
. (7.3)

The heat flux is then continuous even with jumps by a factor 103 in κ across 3 particle spacings.
A slightly different κ term, based on similar ideas, gives satisfactory results for jumps in κ by
a factor 109 (Parshikov and Medin 2002). However, because the very simple form (7.3) gives
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excellent results for the normal range of material properties, the final SPH heat conduction
equation is, therefore,

cp,a

dTa

dt
=

∑

b

mb

ρaρb

4κaκb

(κa + κb)
(Ta − Tb)Fab. (7.4)

Cleary and Monaghan (1999) showed that this SPH form of the heat conduction equation had
similar accuracy to finite difference methods and was not sensitive to the particle disorder that
occurs in some SPH calculations. In addition, heat conduction problems with discontinuous κ ,
and with κ varying with T , were accurately integrated. Whitehouse and Bate (2004) studied
heat conduction by radiation in the diffusion approximation obtaining accurate results for test
problems.

If the particles are thermally isolated (so they can only exchange heat amongst themselves)
then (7.2) shows (noting Fab = Fba), that the total heat content

∑

a

macp,aTa (7.5)

is constant.

7.2. Heat conduction with sources or sinks

When the system contains point sources or sinks, (7.1) becomes

ρcp

dT

dt
= ∇(κ∇T ) +

∑

k

Qkδ(r − Rk), (7.6)

where Qk denotes the strength of the source or sink and is negative for a sink. Rk denotes the
position of source/sink k and δ denotes a Dirac delta function. The SPH equation corresponding
to (7.6) becomes

cp,a

dTa

dt
=

∑

b

mb

ρaρb

4κaκb

(κa + κb)
(Ta − Tb)Fab +

1
ρa

∑

k

QkζkW(ra − Rk), (7.7)

where the delta function has been replaced by a smoothing kernel, which is consistent with the
smoothing of the original continuum equation and, to ensure that the rate of change of thermal
energy owing to the source is correct, a normalizing factor ζk for source k defined by

1
ζk

=
∑

b

mb

ρb

W(rb − Rk, h), (7.8)

has been introduced. The right-hand side is an SPH estimate of the constant 1 at the position
of the source. From (7.7) the rate of change of thermal energy is

d
dt

( ∑

a

macp,aTa

)
=

∑

k

Qk, (7.9)

as expected.

7.3. Salt diffusion

Denoting the mass fraction of salt by C so that the mass of salt in a mass M of liquid is CM ,
the diffusion of the salt is given by an equation similar in form to the heat conduction equation,
namely,

dC

dt
= 1

ρ
∇(D∇C), (7.10)
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where D is the coefficient of diffusion with dimensions of ML−1T−1. The SPH form of this
equation follows in the same way as for the heat conduction equation. The SPH equation for
the rate of change of the concentration Ca of particle a is given by

dCa

dt
=

∑

b

mb

ρaρb

4DaDb

(Da + Db)
(Ca − Cb)Fab. (7.11)

The combination of D in the SPH equation ensures that the flux of material across an interface
between two materials with different diffusion coefficients is constant. The total mass of salt
is conserved by the SPH equation.

7.4. The increase of entropy

The SPH conduction equation results in entropy increasing in the absence of heat sinks.
If S is the total entropy of the system then

dS

dt
=

∑

a

ma

dsa

dt
=

∑

a

ma

Ta

dqa

dt
, (7.12)

where sa is the entropy/mass of particle a, qa is the heat content/mass of particle a and T is
the absolute temperature. From equations (7.4) and (7.12), with an interchange of labels the
change of entropy with time can be written as

dS

dt
= 1

2

∑

a

∑

b

mamb

ρaρb

4κaκb

(κa + κb)

(
1
Ta

− 1
Tb

)
(Ta − Tb)Fab. (7.13)

Since Fab ! 0 we deduce that dS/dt " 0.
When the composition changes there is a further contribution to the entropy. To deduce

this we first divide (7.11) by Ca . If the resulting equation is summed over a, and added to
the same expression with the labels interchanged, the following positive definite quantity is
obtained.

d
dt

∑

a

ma ln Ca =
∑

a

∑

b

mamb

4DaDb

(Da + Db)

(
1
Ca

− 1
Cb

)
(Ca − Cb)

ρaρb

Fab " 0. (7.14)

This quantity is the increase in entropy resulting from composition changes.

7.5. Boundary and interface conditions

There is no need to place a special condition on the gradient of the temperature at the boundary
to satisfy these conditions if SPH is used. If all the boundaries are adiabatic, then the particles
interact amongst themselves and the symmetry of the SPH conduction equation ensures that
the system conserves its thermal energy as shown earlier. If one or more boundary curves have
fixed temperatures, the SPH particles on the boundaries are included in the heat conduction
equation so that the heat transferred to the boundary during a time step can be calculated. After
this is done the temperatures of the boundary particles are set back to the specified boundary
temperatures for the next time step. The heat transferred to the boundary particle can be
calculated from the temperature change. Cleary and Monaghan (1999) noted that near the
boundaries, the SPH interpolation can give errors of a few per cent, and they made corrections
to the density near the boundary to compensate for this. As noted earlier, SPH calculations
do not need special interface conditions. The SPH particles exchange heat and material with
neighbouring particles whether they are of the same or different phases.
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Figure 12. The temperature against the distance from the cooling boundary for a two-dimensional
Stefan problem. The system is periodic in the x direction. The exact results are shown by the solid
line and the SPH results by the solid diamonds. The change of slope shows the interface between
solid and liquid.

7.6. The Stefan problem

An interesting application of SPH is to the Stefan problem where a pure substance is cooled
sufficiently for it to freeze. In the standard treatment of this problem the following condition
is required at the interface:

κ1

(
dT

dy

)

1
− κ2

(
dT

dy

)

2
= ρL

dY

dt
, (7.15)

where L is the latent heat/mass and dY/dt is the rate of change of the position of the interface
(Carslaw and Jaeger 1990). The condition expresses the fact that the difference in the heat
flux on each side of the interface supplies the heat to change the phase. In this formulation the
position of the interface is one of the unknowns.

The SPH treatment of the freezing is very simple. Initially, the SPH particles are assumed
to be liquid and tagged with an integer to denote liquid particles and given the material pro-
perties of the liquid. As heat is conducted from the liquid some liquid SPH particles reach the
solidification temperature Tm. The heat per unit mass q, lost by these particles after this time, is
then stored and their temperatures are kept at Tm. If particle a is in this condition then, when qa

reaches L, the integer tag is changed to that for the solid phase, and the properties of this phase
(thermal conductivity and heat capacity) are assigned to this particle. Between the solid parti-
cles and the liquid particles there is a region where the particles have reached the solidification
temperature but have, not yet had their latent heat fully extracted. An example of the SPH
solution of a one-dimensional Stefan problem is shown in figure 12, and for an axisymmetric
Stefan problem with a heat sink in figure 13 (both taken from Monaghan et al (2005)). The
agreement between the SPH results and the exact result (Carslaw and Jaeger 1990) is excellent.

8. Viscosity

The first use of viscosity in SPH equations was by Lucy (1977) who introduced an artificial
bulk viscosity to prevent a slow build-up of acoustic energy from integration errors in an SPH
simulation. A different, and more effective viscosity, which conserves linear and angular
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Figure 13. The temperature against the radius for the case of freezing is induced by a line
sink in an axisymmetric system. The exact results are shown by the continuous line and the
SPH results by symbols. Despite the particles being on a rectangular grid, the variation of
the temperature is close to radial. Note that the small group of particles which have reached
the freezing temperature but have not yet become ice particles, form a small horizontal line at
a radius of approximately 0.22.

momentum was suggested and tested by Monaghan and Gingold (1983). The results obtained
using this viscosity in a wide variety of shock problems involving gases, liquids and solids
(Libersky and Petschek 1991) and, with a different version for a relativistic gas (Chow and
Monaghan 1997) in one dimension, is in good agreement with the theory. With reference to
shock problems, SPH does not give the widths of shock fronts as accurately as the methods
based on Riemann solvers with similar resolution; however, no current method gives the width
of a shock front accurately, since the width of real shock fronts is only a few molecular mean-
free paths. Typical resolutions in numerical simulations are a factor 104 greater. The key is to
get the pre- and post-shock values correct and SPH is capable of producing these to any degree
of desired accuracy.

In two and more dimensions it is more difficult for SPH to match the accuracy of modern
finite difference codes, but its advantage is that it is independant of the special properties of
the ideal gas equation, which are built into the finite difference codes. Consequently, SPH
can be used when the equation of state is complicated and Riemann solutions are unavailable
(approximate linear solutions could be used but they are unreliable (Quirk (1994))).

The viscosity of real fluids can be implemented using ideas similar to those used for the
artificial viscosity and for heat conduction (Cleary 1998, Cleary and Ha 2002). Applications
have been made to a low Reynolds number flow (Morris et al 1997) and to systems involving
more than one fluid in contact. An alternative approach is to calculate the velocity derivatives
in the viscous term using SPH methods (Takeda et al 1994, Watkins et al 1996, Chaniotis et al
2002). These forms of the viscous stress tensor conserve linear momentum but not angular
momentum. In many industrial fluid dynamics problems, the exact conservation of angular
momentum is not an issue and the work of Chaniotis et al (2002) shows that SPH (together
with a re-meshing strategy) gives excellent results.

8.1. Artificial viscosity

As its name suggests, artificial viscosity bears no relation to real viscosities, but is designed to
allow shock phenomena to be simulated, or simply to stabilize a numerical algorithm. Artificial
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viscosities are often constructed analogously to real gas viscosities, replacing the mean free
path with the resolution length. The Navier–Stokes acceleration equation for viscous flow has
the form
dvi

dt
= − 1

ρ

∂P

∂xi

+
1
ρ

[
∂

∂xk

(
η

(
∂vi

∂xk

+
∂vk

∂xi

− 2
3
δik∇ · v

))
+

∂

∂xi

(ζ∇ · v)

]
, (8.1)

where η is the shear viscosity coefficient and ζ is the bulk viscosity, which is required when
the internal degrees of freedom of the molecules of the fluid are activated during the flow.
These viscosity coefficients are, in general, functions of temperature and density. For a
monatomic gas η ∼ 1

3ρλcs, where λ is the mean free path and cs is the speed of sound.
The viscous terms could be estimated directly using the SPH interpolation formula but,

as in the case of heat conduction, this leads to equations, which do not conserve linear and
angular momentum, and do not guarantee that the viscous dissipation will increase the entropy.
Monaghan and Gingold (1983) devised a viscosity by simple arguments about its form and its
relation to gas viscosity. The viscous term, denoted by 5ab is added to the pressure terms in
SPH equations to give

dva

dt
= −

∑

b

mb

(
Pa

ρ2
a

+
Pb

ρ2
b

+ 5ab

)
∇aWab, (8.2)

where

5ab = −ν

(
vab · rab

r2
ab + ϵh̄2

ab

)

(8.3)

and ϵ ∼ 0.01 is introduced to prevent a singularity when rab = 0 and ν is defined by

ν = αh̄abc̄ab

ρ̄ab

, (8.4)

where, for example, h̄ab = (ha +hb)/2. A further generalization, which has not been explored,
but which gives a higher order viscosity, is to multiply the previous viscosity by any power of

∣∣∣∣
vab · rab

c̄ab

∣∣∣∣ . (8.5)

The artificial viscosity term 5ab is a Galilean invariant and vanishes for rigid rotation. When
two particles approach each other, the artificial viscosity produces a repulsive force between
the particles. When they recede from each other the force is attractive.

The SPH viscosity can be related to a continuum viscosity by converting the summation
to integrals. The x component of the acceleration equation has the viscous contribution

fx =
∑

b

mb

αc̄abh̄ab

ρ̄ab

vab · rab

r2
ab + ϵh̄2

ab

(xa − xb)Fab. (8.6)

If the ϵh̄2
ab in the denominator is dropped this integral can be written as a sum of terms similar in

form to those considered in section 2.3. If α, c, h and ρ are constant the continuum equivalent
of fx in two dimensions is

fx = αhc
( 3

8vx
xx + 1

8vx
yy + 1

4vy
xy

)
, (8.7)

where v
y
xy denotes ∂2vx/∂x∂y and vx denotes the x component of the velocity with a similar

notation for the other terms. This shows that the shear viscosity coefficient η = ραhc/8
and the bulk viscosity coefficient ζ = 5η/3. Similar analysis in three dimensions shows that
η = ραhc/10 and ζ = 5η/3.



Smoothed particle hydrodynamics 1741

If there are rapid changes in the parameters then the same argument used for the case of
heat conduction with discontinuous thermal conductivity can be used. If we define (for two
dimensions)

µa = 1
8αahacaρa (8.8)

and define a new 5ab according to

5ab = − 16µaµb

ρaρb(µa + µb)

(
vab · rab

r2
ab + ϵh̄2

ab

)

, (8.9)

we produce a viscosity term which can be used for real viscosities and maintains the continuity
of viscous stress accurately. This SPH viscosity was proposed by Cleary (1998) and applied
to the simulation of viscous liquids in flow modelling for casting processes (see, e.g. Cleary
and Ha (2002) and the references therein). Cleary determined the coefficient by numerical
experiment and found that coefficient 16 should be replaced by 19.8. In three dimensions
(where the factor 1/8 in (8.8) is replaced by 1/10) the analysis suggests a coefficient of 20.

In the case of shock tube problems, it is usual to turn the viscosity on for approaching
particles and turn it off for receding particles. In this way, the viscosity is used for shocks and
not rarefactions. Unfortunately, in astrophysical calculations, this rule means that the viscosity
is turned on when the density increases in the shock-free regions, for example, when gravity
pulls gas together.

When the viscosity term 5ab was first used (Monaghan and Gingold 1983) it was found to
work well for shocks of moderate strength. However, in astrophysical calculations involving
colliding gas clouds, where the Mach number can be very high, it was found that particles from
one cloud could stream between the particles of the other cloud. Generally, this streaming is
limited to a few particle spacings, and is, therefore, not a severe problem; however, it should
not occur at all. To prevent it, an extra term was added to ν which then took the form
(Monaghan 1992)

ν = h̄ab

ρ̄ab

(

αc̄ab − β
h̄abvab · rab

r2
ab + ϵh̄2

ab

)

. (8.10)

This form of ν, and hence 5ab, evolved through various forms starting with the work of
Lattanzio et al (1985) on interstellar cloud collisions. Good results have been obtained with
the choice α = 1 and β = 2. This form of the viscosity, though changed in details, is found
naturally by considering aspects of the dissipative term in shock solutions based on Riemann
solvers (Monaghan 1997). In this case

5ab = −
Kvsig(vab · rab)

ρ̄ab|rab|
, (8.11)

where K ∼ 0.5. The signal velocity vsig is defined by

vsig = ca + cb − βvab · r̂ (8.12)

where r̂ = rab/|rab| and β ∼ 4. The signal velocity can be interpreted as follows. If the fluid
is at rest we estimate the speed at which a sound wave from a approaches a sound wave from
b as (ca + cb). The extra term represents the change in speed if the fluids at a and b are moving
relative to each other. The fact that this must be a Galilean invariant, and would vanish if they
have the same velocity or rotate rigidly, leads directly to the form shown. This is discussed
further by Monaghan (1997).
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8.2. Viscous heating and the energy equations

Viscosity dissipates the flow and transfers energy from kinetic to thermal. The contribution
to the thermal energy is always positive. Owing to the way in which the SPH viscosity was
derived, viscous dissipation is best obtained directly from the SPH equations. By taking the
scalar product of va and the acceleration equation, multiplying by ma and summing over a,
the viscous contribution to the rate of change of thermal energy can be identified (Monaghan
and Gingold 1983, Monaghan 1997). The final result is the thermal energy equation

dua

dt
= Pa

-aρ2
a

∑

b

mbvab · ∇aWab +
1
2

∑

a

ma

∑

b

mb5abvab · ∇aWab. (8.13)

Referring now to the definition of 5ab, for example to (8.3), the contribution to the viscous
dissipation of particle a from b can be written as (using the same definition of Fab ! 0 as
before)

−
(

αh̄abc̄ab

ρ̄ab

)
Fab(vab · rab)

2

r2
ab + η2

, (8.14)

which is "0. This confirms that the SPH dissipation increases the thermal energy as it should.
In addition to increasing the thermal energy, the viscous dissipation should increase the total
entropy of the system. From the first law of thermodynamics

T
ds

dt
= du − P

ρ2
dρ . (8.15)

In SPH form this becomes

Ta

dsa

dt
= 1

2

∑

b

mb5abvab · ∇aWab (8.16)

and from the previous results the change in the entropy of any particle owing to viscous
dissipation is positive.

8.3. Dissipation and the thermokinetic energy equation

It was shown earlier (section 3) that the thermokinetic equation takes the form

dêa

dt
= −

∑

b

mb

(
Pavb

ρ2
a

+
Pbva

ρ2
b

)
· ∇aWab, (8.17)

where êa = 1
2v2

a + ua . In order to use this equation for shock phenomena it is necessary to
add dissipative terms. Although these could be deduced by beginning with the definition of
ê and SPH equations for the derivatives, it is more convenient to be guided by ideas from
Riemann solvers (Monaghan 1997). Hence, we need to add a dissipative term ϒab to the
pressure–velocity terms in (8.17) where

ϒab = −
Kvsig(a, b)(e∗

a − e∗
b)r̂

ρ̄ab

(8.18)

and

e∗
a = 1

2 (va · r̂)2 + ua, (8.19)

where r̂ = rab/|rab|. Replacing the actual kinetic energy with the kinetic term using the
velocity along the line joining the particles a and b guarantees that the contribution to the
thermal energy from viscous dissipation will be positive, and that the entropy will increase
with time (Monaghan 1997). It is often assumed that the constant K and the signal velocity
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vsig are the same as in the dissipative term (8.11) in the acceleration equation but that is not
necessary. Starting with the equation for the rate of change of ê

dêa

dt
= −

∑

b

mb

(
Pavb

ρ2
a

+
Pbva

ρ2
b

+ ϒab

)
· ∇aWab, (8.20)

it is possible to deduce the rate of change of thermal energy (Monaghan 1997). This takes the
following form

dua

dt
= Pa

ρ2
a

∑

b

mbvab · ∇aWab + dissipative term, (8.21)

where the dissipative term is
∑

b

mb

Kvsig(a, b)

ρ̄ab

(
ua − ub − 1

2
(v · r̂)2

)
|rab|Fab. (8.22)

The terms involving u, namely,
∑

b

mb

Kvsig(a, b)

ρ̄ab

(ua − ub)|rab|Fab (8.23)

give heat diffusion. This expression, is a variant on the heat diffusion term described
in section 7.1 and has similar properties. The diffusion coefficient is proportional to
vsig(a, b)|rab|. A heat diffusion conduction term was used in the thermal energy by Lattanzio
and Monaghan (1991) in their discussion of fragmenting molecular gas clouds.

8.4. Reducing artificial dissipation

Artificial dissipation is very successful for handling shocks but it can be too large in other parts
of the flow. For example, artificial viscous dissipation increases the Reynolds number of a
flow, artificially, with the result that, for example, the Kelvin–Helmoltz shear instabilities are
heavily diffused. Balsara (1995) suggested reducing viscous dissipation by multiplying 5ab

by the factor
|∇ · v|

|∇ · v| + |∇ × v|
, (8.24)

made symmetric, for example, by replacing ∇ · v by the average for the interacting pair of
particles. Colagrossi (2004) found that it is preferable to replace the previous factor by

|∇ · v|ab

|∇ · v|ab +
√

EijEij + 10−4c̄ab/h
, (8.25)

where c is the speed of sound and the rate of strain tensor Eij is defined by

Eij = 1
2

(
∂vi

∂xj
+

∂vj

∂xi

)
. (8.26)

The indices denote cartesian tensors and the summation convention is used in evaluating
EijEij . Colagrossi (2004) found that the replacement of ∇ × v with the term involving Eij

gave improved results for problems involving slightly compressible fluids. A particularly
impressive example being the rotation in two dimensions of a rotating square of water in an
otherwise empty space.

Another very useful approach is to note that the dissipation terms have the same coefficients
K and vsig in both 5ab and ϒab. In general, different coefficients, or signal speeds could be
used for the viscous and the thermal energy terms. Furthermore, each particle can have its own
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coefficient determined by the conditions it encounters. Morris and Monaghan (1997) explored
this idea for the artificial viscous terms in gas dynamics where it is desirable to reduce the
viscosity away from shocks. In finite difference calculations this is achieved by switches
based on the first and second spatial derivatives of physical variables such as the momentum
flux. However, spatial derivatives sit uncomfortably with particle methods for which time
derivatives are more natural. The basic problem is like trying to predict the onset of a stock
market crash from the time variation of the market. For shock simulation the coefficient α

in (8.4) or equivalently K in (8.11) should be different for each particle and should change
with time according to the conditions the particle is in, becoming large at shocks, but relaxing
back to a small value when the flow is calmer. A simple way to do this for a typical particle a

is to determine its αa from the equation
dαa

dt
= − (αa − α0)

τ
+ Sa, (8.27)

where τ is a suitable time scale ∝ h/cs, α0 ∼ 0.1 is the ambient value of α, and Sa is a source
term. S should increase as the particle approaches a shock in such a way that α increases to
approximately 1. Morris and Monaghan (1997) discuss a choice of S ∝ ∇ · v and show that
it gives good results. Rosswog et al (2000) take

S = Max(−∇ · v, 0)(2 − α). (8.28)

Not only are the good results for the shocks retained, but elsewhere in the flow the viscosity
is also reduced by approximately a factor of 10. However, in many astrophysical problems,
where a collapse of gas clouds occurs, −∇ ·v can increase without the occurrence of shocks. It
would, therefore, be desirable to relate S to some other quantity related to the change of entropy.

Price (2004a) suggested that the artificial thermal conductivity should also vary with each
particle and proposed a similar equation to that for α but using a source term proportional
to |∇

√
u|. In terms of (8.18) it means splitting the dissipative term into a viscous part and

a heat conduction part and using a different K for each. Price obtains improved results for
shock tube phenomena especially near contact discontinuities. In the same way he tested a
dissipation term for the magnetic fields in MHD simulations and found it improved his SPH
simulations. Whether or not the onset of a shock could be predicted more satisfactorily with
higher derivatives is an open question.

9. Applications to shock and rarefaction problems

There have been widespread applications of SPH to shocks in gases, liquids and metals (see,
e.g. Libersky and Petschek (1991), Johnson et al (1996), Monaghan (1997)). There is only
space here to describe some elementary examples from gas dynamics.

The first case we consider is the rarefaction wave. This can be set up by placing SPH
particles in the region −0.5 ! x ! 0.5 with uniform separation 'x and the density ρ = 1.
For this example, we use 200 particles and set γ = 1.4, the initial h = 1.5'x, and the
thermal energy/mass is 2. The SPH acceleration, continuity and thermal energy equation were
integrated. In figure 14 the velocity field for x " 0 is shown. The exact velocity field is shown
by the solid line and the SPH results are shown by solid diamonds. The agreement between
the two is excellent.

We now consider the shock tube used by Sod (1978) as a test for numerical techniques.
The system is one-dimensional with uniform conditions on each side of a diaphragm which
breaks at t = 0. To the left of the diaphragm (x < 0) the conditions are ρ, P , v, γ = 1.0,
1.0, 0.0, 1.4 and to the right (0.125, 0.1, 0.0, 1.4). The evolved system consists of (from the
left), the undisturbed original conditions, a rarefaction, a contact discontinuity and a shock.
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Figure 14. The velocity field for the one-dimensional rarefaction waves from the expansion of
uniform gas initially in the region −0.5 ! x ! 0.5 is shown. The results for the right half x " 0 of
the domain are also shown. The exact velocity field is shown by the solid line and the SPH results
by the solid diamonds.

Figure 15. The thermal energy for a shock tube where the initial density ratio is 8 : 1. The particles
have equal mass but the spacing is a factor of 8 smaller to the left of the initial diaphragm.
The simulation uses 100 particles to the right of the initial diaphragm and 800 particles to the
left. The exact results are shown by the continuous line and the SPH results by solid diamonds.

Between the shock and the rarefaction the pressure and velocity are constant. The density
and thermal energy change discontinuously at the contact discontinuity. In this simulation the
viscosity (8.3) with (8.10) was used with the coefficients: α = 1 and β = 2. The particles
have equal mass. Since there is an initial discontinuity in all the properties other than the initial
velocity, the density and thermal energy are smoothed at the interface (as in Monaghan (1997)).
Hence to be consistent with the particles having constant mass and the density being smooth,
we must smooth the spacing. Price (2004a) finds that using h, calculated consistently with
the density, according to (4.2) and (4.3) gives better results. The thermal energy is shown
in figure 15 and the velocity field in figure 16. The solid lines show the exact results. The
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Figure 16. The velocity field for a shock tube. The exact results are shown by the continuous line
and the SPH results by solid diamonds. The value of h and the particle spacing becomes smaller
as the gas passes through the shock. The width is, therefore, ∼3 initial particle spacings. Note the
variation in the velocity owing to a slight jump in the pressure at the contact discontinuity.

post-shock values are accurate to within 1%, though the shock fronts are broader than the
comparable Riemann solver shocks. The actual broadening is smaller than the number of
particles across the shock would suggest because, on entering the shock, the particles move
closer together, and h becomes smaller.

10. Applications of SPH to liquids

A liquid such as water is slightly compressible but, for many fluid dynamical problems, it
can be approximated by an artificial incompressible fluid, and this is the basis of most of the
finite difference numerical algorithms for liquids. An alternative approach, better suited to
SPH, is to approximate the liquid by an artificial fluid which is slightly compressible. All
that is required is that the speed of sound be large enough for the density fluctuations to be
negligible (Monaghan 1994). The equation of state most frequently used is due to Cole (1948),
(see also Batchelor (1974)) which, when atmospheric pressure is negligible, has the form

P = B

((
ρ

ρ0

)γ

− 1
)

, (10.1)

where ρ0 is a reference density, γ ∼ 7 and B is chosen so that the speed of sound is large
enough to keep the relative density fluctuation |δρ|/ρ small. Since

|δρ|
ρ

∼ v2

c2
s
, (10.2)

where v is the maximum speed of the fluid we can ensure |δρ|/ρ ∼ 0.01 if v/cs < 0.1.
The speed of sound at the reference density is

c2
s = γB

ρ0
. (10.3)

Therefore, if B = 100ρ0v
2/γ , the relative density fluctuations should be ∼0.01. This requires

an estimate of the maximum speed to be found which is often very easy to do. An example
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of the results that can be achieved with SPH is shown in figure 5, in section 2, where the SPH
calculations of Colagrossi (2004) are compared with those from a combination of level set and
finite difference methods. This figure shows the evolution of liquid which is initially in the
shape of a square and is distorted by a velocity field with spatially varying viscosity.

10.1. Boundaries

Most problems involving liquids also involve boundaries which may be fixed or moving or
they might represent the surfaces of rigid bodies, wholly or partially, within the fluid. These
boundaries may be handled easily by replacing the boundary with particles which interact with
the fluid with prescribed forces. In this way, complicated problems involving fluids interacting
with rigid bodies (which may float) and contained within an arbitrarily moving rigid body
can be treated easily. An example would be the dynamics of a damaged car ferry with water
pouring into the decks containing the cars.

Let fka be the force per unit mass on boundary particle k due to fluid particle a. To ensure
that linear and angular momentum of the entire system is conserved in the absence of external
forces, the force on a due to k must be equal and opposite to the force on k due to a. The
most obvious way to specify the forces would be to use a Lennard–Jones force acting between
the centres of the particles (Monaghan 1994). However, the large variation in the force on
a particle moving parallel to the boundary causes large disturbance to flow near a boundary.
A better procedure is the following (Monaghan et al 2004).

Consider the interaction between a fluid particle a and a boundary particle k where the
local unit normal to the boundary is nk . If the distance measured normal to the boundary, from
the boundary particle to the fluid particle, is denoted by y and the tangential distance by x,
then a suitable form for the force per unit mass on boundary particle k due to fluid particle a is

fka = − ma

ma + mk

B(x, y)nk, (10.4)

where B(x, y) is chosen to ensure that B rapidly increases as y decreases towards zero
(to prevent penetration of the walls) and the variation with x ensures that the force on a
particle moving parallel to the wall is constant. The total force/unit mass on boundary particle
k due to all fluid particles is then fk =

∑
a fka . The force per unit mass on fluid particle a due

to boundary particle k is

fak = mk

ma + mk

B(x, y)nk, (10.5)

so that the forces mk fka = −ma fak are equal and opposite. The total force per unit mass on
fluid particle a from all boundary particles is fa =

∑
k fak .

The equation of motion of a fluid particle a is then

dva

dt
= −

∑

b

mb

(
Pa

ρ2
a

+
Pb

ρ2
b

+ 5ab

)
∇aWab + fa. (10.6)

10.2. Motion of a rigid body interacting with a liquid

If the system consists of a liquid containing a rigid body with centre of mass R and centre of
mass velocity V, the equations of motion of this body are first, the equation for the motion of
the centre of mass

M
dV
dt

=
∑

k

mk fk, (10.7)
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where the summation over k only refers to the boundary particles on the surface of the rigid
body. Second, the equation for the angular velocity - about the centre of mass which, in the
case of 2D motion, is

I
d-

dt
= τ, (10.8)

where I is the moment of inertia (a scalar for the present case) and τ is the total torque about
the centre of mass. The torque can be calculated from the forces on the boundary particles of
the rigid body. We then get

I
dΩ
dt

=
∑

k

mk(rk − R) × fk, (10.9)

where the direction of Ω is perpendicular to the plane of the motion and R is the position of
the centre of mass. The rigid body boundary particles move as part of the rigid body so that
the change in position of boundary particle k is given by

drk

dt
= V + Ω × (rk − R). (10.10)

From (10.6) and (10.7) we get

d
dt

(
∑

a

mava + MV

)

= 0, (10.11)

because the pair forces in each term cancel. Linear momentum is, therefore, conserved.
To prove the conservation of angular momentum is a little more complicated. Since it has not
been given in the literature, I now give it here.

The rate of change of the angular momentum of the rigid body about a fixed origin, when
the motion takes place in a plane, is

dJ
dt

= MR × dV
dt

+ I
d-

dt
. (10.12)

Using the previous equations the right-hand side becomes

R ×
∑

k

mk fk +
∑

k

mk(rk − R) × fk =
∑

k

mk rk × fk (10.13)

=
∑

k

∑

a

mk rk × fka. (10.14)

The rate of change of the angular momentum of the liquid is
∑

a

mara × dva

dt
=

∑

a

∑

k

mara × fak, (10.15)

because the pressure forces give zero net contribution to the total angular momentum of the
fluid as we showed earlier. Adding the rate of change of angular momentum of the rigid body
and the liquid and recalling that mk fka = −ma fak gives
∑

k

∑

a

ma(ra − rk) × fka =
∑

k

∑

a

mamk

ma + mk

(ra − rk) × n̂kB(x, y). (10.16)

Now consider the contribution to the rate of change of angular momentum from a liquid
particle a. Suppose this particle lies between two boundary particles k and (k + 1) and suppose
the tangential distance to k is x and to (k + 1) is (1 − x) assuming the unit of length is the
separation of the boundary particles. The contribution from the previous summation is then

xB(x, y) − (1 − x)B(1 − x, y) = 0 (10.17)
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provided B(x, y) = (1 − x)8(y) which is the choice made in the next section. The rate of
change of total angular momentum is, therefore, zero. This proof requires that the masses of
the boundary particles are equal. If they are not equal then the forces must be scaled so that
the torque from neighbouring boundary particles vanishes.

10.3. The boundary force

Monaghan et al (2004) write B(x, y) as a product 8(y)χ(x) where the function χ(x) is
defined by

χ(x) =

⎧
⎪⎨

⎪⎩

(
1 − x

'p

)
, if 0 < x < 'p,

0, otherwise,

where 'p is the boundary particle spacing. This factor ensures that a fluid particle moving
parallel to the wall will always feel the same force because, when it is between any two boundary
particles, the total force from them is constant, regardless of where it lies between them.

The essential condition on the function 8(y) is that it increases as y decreases to prevent
penetration of the wall. Monaghan et al (2004) choose a form related to the gradient of the
cubic spline with the argument q = y/h. The gradient of the cubic spline has a maximum at
q = 2/3. For 0 < q < 2/3 they replace the value of the gradient by its maximum. Thus,

8(y) = β

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2
3 , if 0 < q < 2

3 ,

(2q − 3
2q2), if 2

3 < q < 1,

1
2 (2 − q)2, if 1 < q < 2,

0, otherwise,

where β is 0.02 c2
s /y. This term is an estimate of the maximum force/mass necessary to

stop a particle moving at the estimated maximum speed. The factor 1/y ensures that a faster
moving particle can be stopped. Other details concerning boundaries, including the treatment
of corners, are given by Monaghan et al (2004). If there is more than one rigid body interacting
with the fluid, then the same methods can be used but now there may be an interaction between
the bodies. There are, therefore, two types of boundary forces, namely, boundary–fluid and
boundary–boundary. The best choice of boundary force is not known.

Other authors (e.g. Colagrossi and Landrini 2003) prefer to replace the rigid boundaries
by ghost particles. This has advantages when the geometry is simple because the use of
ghost particles gives less disturbance to the fluid. However, for complicated geometries, for
example, those describing engine body parts in liquid metal moulding (Cleary and Ha 2002), or
in geophysical flows, boundary particles are easier to use and can be more accurate. A simple
generalization is to allow the boundary particles to have a different interaction with different
fluids. For example, in the case of a dusty gas, the dust and gas SPH particles could interact
with the boundary particles with different forces.

10.4. Applications to rigid bodies in water

The early applications were to bores, dam collapse, wave makers and breaking waves, though
not to a high accuracy because only a small number of particles were used (Monaghan 1994).
Further applications, with comparisons between SPH and experimental results for waves
on beaches were made by Monaghan and Kos (1999), who also studied the generation of
solitary waves by dropping boxes (Monaghan and Kos 2000) or by sliding boxes down ramps
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Monaghan et al (2004). The mechanism by which a rising bubble could sink a ship was
studied using experiments and SPH simulations by May and Monaghan (2003). Colagrossi and
Landrini (2003) describe applications to more than one fluid in dam break (see also Colicchio
et al (2002)). They also considered the rise of bubbles in water and the effect of air on wave
breaking. Their work incorporates a number of improvements for these problems including
a periodic re-initialization of the density field based on moving least squares interpolation
(Belytschko et al 1998), and a generalized Balsara correction (discussed in section 9). Because
of the contrast in density they use the acceleration equation (5.35) with % = 1, and the
convergence equation (5.26).

Sloshing tanks have been studied by Colagrossi (2004) and Colagrossi et al (2003) who
found that the SPH simulations revealed an aspect of the sloshing not noticed previously.
Subsequent specially designed experiments confirmed this prediction.

10.5. Turbulence

There have been limited studies of turbulence using SPH. Studies of wave breaking by
Colagrossi (2004), and Landrini et al (2003) show that detailed properties of the complex
vortices resulting from wave breaking can be recovered using SPH. A fully Lagrangian
turbulence model based on the Lagrangian averaged alpha model (Holm 1999), Mohseni et al
2003) has been worked out (Monaghan 2002, 2004), but no comparisons have been made with
other, more traditional, methods. In the SPH Lagrangian averaged model a typical particle a is
moved with the XSPH smoothed velocity v̂a (Monaghan 1989). This was originally defined by

v̂a = va + ϵ
∑

b

mb

(vb − va)

ρ̄ab

Wab, (10.18)

where ϵ ∼ 0.5 is constant and the kernel need not be the same as the kernel used in calculating
the density. This smoothed velocity brings the particle velocity closer to the average velocity in
its neighbourhood and reduces the particle disorder. Moving the particles with the new velocity
does not change the linear or angular momentum. However, if the particles are moving with
the smoothed velocity, energy is not conserved. To conserve it, and bring the algorithm into
agreement with the alpha model of turbulence, we replace (10.18) with

v̂a = va + ϵ
∑

b

mb

(v̂b − v̂a)

ρ̄ab

Wab. (10.19)

Moving particles with this velocity still conserves linear and angular momentum. In the
continuum limit the previous equation becomes

v̂a = va +
1
2

ϵ

ρ
∇j

(
ρ∇j v̂a

) (∫
q2W(q, h) dq

)
, (10.20)

where ∇j = ∂/∂xj . To compare with the continuum α model define

αturb = 1
2
ϵ

∫
q2W(q, h) dq ∼ ϵh2, (10.21)

so that (10.20) agrees, when ρ is constant, with Holm (1999).
The smoothing algorithm is similar to a discrete time-stepping of a diffusion equation.

For example, the diffusion equation

dv

dτ
= κ

ρ
∇j (ρ∇jv) (10.22)
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can be approximated by the implicit, discrete time stepping

vn+1 = vn + δτ
κ

ρ
∇j (ρ∇jvn+1). (10.23)

If v̂ is identified with vn+1, v with vn, the two equations (10.20) and (10.23) become equivalent.
Because the implicit smoothing is stable it can be used for any value of ϵ > 0. However,
in practice, this implicit equation must be solved by iteration and several iterations may be
needed if ϵ > 1.

To complete the dynamics the most convenient approach is to use a Lagrangian
(Monaghan 2002).

L =
∑

b

mb

(
1
2
v̂b · vb − ub − %b

)
, (10.24)

where % is a potential energy. The kinetic energy term can be written as

1
2

∑

b

mbv̂b · v̂b +
ϵ

4

∑

a

∑

b

mamb

v̂2
ab

ρ̄ab

Wab, (10.25)

from which the canonical momentum of particle a can be calculated. Remarkably, it is
just mava .

The smoothing of the velocity makes the Lagrangian averaged model similar to the large
Eddy simulation method. However, the Lagrangian leads to a different set of equations from
those used in LES simulations and variable resolution length is built into the equations. An
interesting feature of these equations is that, in the absence of any dissipation, they result in
the energy being redistributed so that the energy transfer to short length scales is impeded
(Mohseni et al 2003, Monaghan 2004). Various aspects of these equations are discussed by
Monaghan (2002, 2004). There is a need to apply the SPH turbulence model to standard
problems such as turbulence decay in two- and three-dimensional boxes. An interesting
astrophysical example to study would be the turbulence in toy stars.

Particle methods lead naturally to the idea of studying turbulence along the lines of
statistical mechanics, that is in terms of the velocity and spatial distributions of the particles.
No detailed work on this has appeared in the literature though there has been some analysis of
probability distributions using SPH (Welton 1998, Welton and Pope 1997).

10.6. Multiphase flow

It is straightforward to include more than one fluid in SPH simulations. Each fluid has its own
set of SPH particles with an appropriate equation of state. All the SPH particles are used in the
summations. If the fluids are incompressible, the technique described earlier, where the speed
of sound is artificial, and sufficiently large to make density fluctuations negligible, can be used.
Gravity currents flowing into a stratified fluid have been studied using both experiment and
simulation (Monaghan et al 1999) and air–water interactions have been simulated successfully
by Colagrossi and Landrini (2003). Dusty gas occurs in both astrophysics and in volcanic
outbursts. A formulation of SPH suitable for dusty gas (Monaghan and Kocharyan 1995) is
available but no applications have appeared in the literature, yet.

11. Elasticity and fracture

The equations of elastic dynamics are the acceleration equation

dvi

dt
= 1

ρ

∂σ ij

∂xj
+ gi, (11.1)
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where the stress tensor is given by

σ ij = −P δij + Sij , (11.2)

Sij is the deviatoric stress and gi denotes the ith component of a body force per unit mass.
In linear elastic theory, the deviatoric stress can be obtained from Hooke’s law with shear
modulus µ

dSij

dt
= 2µ

(
ϵ̇ij − 1

3
δij ϵ̇kk

)
+ SikRjk + RikSkj , (11.3)

where

ϵ̇ij = 1
2

(
∂vi

∂xj
+

∂vj

∂xi

)
(11.4)

and

Rij = 1
2

(
∂vi

∂xj
− ∂vj

∂xi

)
. (11.5)

Alternative laws for the time change of the deviatoric stress (Ellero et al 2002) can be
used without any change in the formalism. The pressure P is normally obtained from the
Tillotson or Mie Gruniessen equation of state. The elastic equations can be converted into
SPH form following the principles already established. In particular, the acceleration equation
becomes

dvi
a

dt
=

∑

b

mb

(
σ

ij
a

ρ2
a

+
σ

ij
b

ρ2
b

+ 5ab

)
∂Wab

∂x
j
a

+ gi (11.6)

and the velocity derivatives in the equation for the deviatoric stress and the tensor Rij can be
estimated using the methods in section 2.2.

The elastic dynamical equations were first studied by Libersky and Petschek (1991).
A comprehensive discussion by Randles and Libersky (1996) covers many aspects of elastic
SPH. The elastic equations were combined with an elastic fracture model (Grady and
Kipp 1987, Benz and Asphaug 1994, 1995) in order to study asteroid/comet and planetesimal
collisions (Michel et al (2004) give a comprehensive review of this work). The brittle fracture
model of Grady and Kipp (1987) is based on Griffiths theory of fracture. A set of flaws (cracks)
is assigned to the SPH particles at random, according to the Weibull distribution. Depending
on the flaw, tension may or may not cause it to grow. The growth is associated with the local
damage quantified by a damage parameter D. When D is zero it means that the material
is perfectly elastic and when D increases to 1 the material is completely damaged and the
contribution of the deviatoric stress is zero. The precise way in which the flaws are assigned,
and the equation for D, are discussed in detail by Benz and Aspaugh.

Since material carries its damage with it, Lagrangian models like SPH are uniquely
designed to model fracture. SPH, in particular, gives a good description of the fragments
and provides a natural transition from the continuum to the fragmented state. This method has
also been used to study fracture in and around volcanoes (Gray and Monaghan 2004).

In the initial application of SPH to elastic problems it was noticed that, under tension,
particles tended to clump in pairs. This instability was first analysed by Phillips and
Monaghan (1985) in the context of magneto-hydrodynamics. They showed that the tension
which always exists in magnetic fields can cause an instability. The instability was
re-discovered by Swegle et al (1995) in the context of elastic simulations and called the tensile
instability. Various methods have been proposed to eliminate it from SPH simulations. The
most successful has been the artificial stress method (Monaghan 2000) and Gray et al (2001)
which also includes using the XSPH (Monaghan 1989) smoothed velocity. Others include



Smoothed particle hydrodynamics 1753

additional stress points (Dyka et al 1997), and the correction of the kernels to give exact
linear interpolation (Dilts 1999, Bonet and Lok 1999, Bonet and Kulasegaram 2000, 2001).
One skeleton in the SPH closet is that the normal SPH elastic equations do not conserve angular
momentum. A spectacular example is a rotating elastic wheel which loses its rotation after
one rotation or less. Hoover et al (2004) show that by using strong XSPH smoothing the
loss of angular momentum could be reduced. Atomic models of elasticity conserve angular
momentum exactly and it would be worth investigating whether an SPH elastic model can be
based on the atomic models with the SPH particles mimicking atoms.

12. Special and general relativistic SPH

The continuum equations for special relativity can be derived from the derivative of the energy
momentum tensor

∂T µν

∂xν
= 0. (12.1)

For a non-dissipative gas of baryons each with rest mass m0, T µν

T µν = (nm0c
2 + nu + P)UµU ν + Pηµν, (12.2)

where Uµ is a 4-velocity and c is the speed of light. In the following, the velocity unit
is c and the energy unit is m0c

2. In (12.1) n and u are the baryon number density and
the energy/baryon in the rest frame of the element of fluid they refer to. The metric tensor
ηµν has the signature (−1, 1, 1, 1). The resulting equations can be solved using a variety
of computational algorithms. When the gas is ideal (i.e. P = (8 − 1)nu) excellent results
have been obtained using Riemann methods (Marti and Mueller 2003). For more complicated
equations of state, for example, those that are used to mimic heavy ion collisions (Amsden
et al 1978), particle in cell (PIC) methods have been used (Amsden et al 1978). In this latter
case, after the collision, the rapidly expanding pion gas ceases to behave like a continuum fluid
and behaves more like a set of particles in a process called ‘freeze-out’. This situation would
be very easy to simulate using SPH because it handles the transition from continuum fluid to
particles seamlessly.

SPH equations for special relativity can be derived either from the continuum equations
(Mann 1991, Laguna et al 1993, Chow and Monaghan 1997) or from a Lagrangian (Monaghan
and Price 2001). The Lagrangian is

L = −
∫

T µνUµUν dr, (12.3)

or

L = −
∫

n(1 + u) dr. (12.4)

The SPH formalism can be set up in a selected frame, conveniently called the computing frame.
In this frame the baryon number density is

N = nU 0 = nγ = n/
√

(1 − v2). (12.5)

Using standard SPH interpolation but replacing the mass mb for SPH particle b by the
number of baryons νb, Monaghan and Price (2001) show that the Lagrangian becomes

L = −
∑

b

νb

√
(1 − v2

b)(1 + ub), (12.6)



1754 J J Monaghan

with

N(r) =
∑

b

νbW(|r − rb|). (12.7)

The Lagrangian equations then give the acceleration equation

d pa

dt
= −νa

∑

b

νb

(
Pa

N2
a

+
Pb

N2
b

)
∇aWab, (12.8)

where the canonical momentum pa is given by

pa = νa

(
1 + ua +

Pa

na

)
. (12.9)

This equation is identical to that obtained from the continuum equations by Chow and
Monaghan (1997). To apply the SPH equations to strong shocks it is necessary to add
dissipative terms. The dissipative terms for the non-relativistic case can be chosen by analogy
with the actual viscosity and heat conduction of a gas. However, in the relativistic case there
are no accurate relativistic dissipative terms (if they existed they would involve relativistic
fields) to act as a guide The approach of Eckart (1940), and Landau and Lifshitz (1993) gives
dissipative terms which are unstable (Hiscock and Lindblom 1985), while Carter’s approach
fails to correctly describe the non-relativistic gases (Olson and Hiscock 1990). Chow and
Monaghan (1997), therefore, based their dissipation terms on those chosen for Riemann
problems which, in the SPH form, are similar to those worked out by Amsden et al (1978)
by considering baryon scattering. These dissipation terms are very effective and give a degree
of accuracy comparable to methods based on Riemann solvers. The disappointing early SPH
calculations of Mann (1991) and Laguna et al (1993) can be attributed to their poor choice
of artificial viscosity. No attempt has yet been made to solve these problems with h and N ,
calculated consistently as described earlier for h and ρ.

The general relativistic equations for fluid dynamics in a specified metric can also be
obtained from a Lagrangian. The resulting SPH equations (Monaghan and Price 2001) differ
from those of Siegler and Riffert (2000) which do not conserve momentum. The shock
calculations of Siegler and Riffert (2000) show unphysical jumps at the contact discontinuity.
These are due to the lack of heat conduction in the dissipative terms. At present no satisfactory
dissipative terms have appeared in the literature. One obvious approach would be to use the
signal velocities found for Riemann solvers, then construct dissipative terms along the lines of
those used by Chow and Monaghan (1997).

13. Prospects for the future

The features of SPH which make it an effective computational algorithm are ultimately due
to the fact that it can be derived from a Lagrangian and has the conservation properties of
a Lagrangian system. As a result, the conservation of momentum and energy together with
the approximate invariant of the circulation follow naturally. However, SPH also conserves
composition, that is, each particle carries its composition unchanged unless the material the
particle represents undergoes chemical transformations. This property of carrying composition
unchanged has not been fully exploited despite its importance in both industry and astronomy.
In the latter case the extent to which elements are fully mixed in clusters of stars is known
from observation, but has not been studied with simulations.

Another attractive feature of SPH is that the resolution adjusts smoothly to changes in the
density, but there is no reason, other than computational efficiency, why the resolution could
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not be changed in response to steep local gradients in other quantities, for example, temperature
gradients. Preliminary steps have already been taken. These are:

• Direct splitting Kitsionas and Whitworth (2002).
• Adjustment of h and particle position Børve et al (2001).
• Regridding of the particles Chaniotis et al (2002).

All of these have defects which may be overcome. The first has not been tested for
splitting and merging in problems where the split–merge rule depends, for example, on the
temperature gradient, nor has it been tested for liquids with a stiff equation of state where
density perturbations may lead to large pressure changes. The second is computationally
intensive, however, that may be the price one has to pay for a better algorithm. The third has
not been extensively tested with the split–merge rule based on a variety of gradients and, in
current formulations, leads to excess diffusion, but this can be expected to be greatly reduced
in the future.

To achieve a robust SPH algorithm for splitting and merging, it might be useful to reflect
on what happens in nature. For example, when a gas moves into a region of high temperature
the atoms smoothly ionize, producing more particles, then smoothly recombine if they enter
a cooler state. This is exactly the process that would be natural for SPH and it could be
implemented by allowing a particle to split, but placing the new particles close together so the
effect on the flow will initially be negligible. The original particle, now less massive, could
be tagged to provide a nucleus for merging. It mimics the role of the ion in the ionized gas
example. The flow would gradually spread the new particles because of their slightly different
velocities. The merging could occur by allowing the split particles to be attracted to the tagged
particles. This would be a continuous process similar to the way ions and electrons in an
ionized gas combine when cooled.

The next class of software advances would be the development of more efficient strategies
for handling very low Mach number flows. These are required for industrial, geological
and oceanographic hydrodynamic problems, and for simulating the dynamics of elastic
materials. Recent work (Hu and Adams, preprint (2005)) has produced accurate and robust
SPH algorithms for multi-phase flow including surface tension effects involving three fluids,
but the maximum density ratio of the fluids is 100, which is an order of magnitude less than the
air–water density ratio. This work improves on that of Colagrossi and Landrini described in
this review. If the efficient strategies can be found then the low Mach number flows in geology
could be handled efficiently. At present, the most straightforward application of SPH is in the
volcanic outbursts as these are often close to the speed of sound. An implicit code would enable
SPH codes to be devised for plate tectonics. In marine engineering we could look forward to
simulations of water–metal impact leading to breakage and providing information about the
stability of ships, especially those containing dynamically significant moving parts, as in a car
ferry.

Within the category of software development we mention two, the first being concerned
with MHD problems. We can expect significant advances in the next few years as the technique
of Børve et al (2001) is made more efficient, and that of Price and Monaghan (2004a) is
improved. The second is concerned with the multi-scaling problems, where calculations at the
atomic level are linked to macroscopic dynamics. Many researchers have noted that SPH allows
a seamless transition from the continuum to the fragments in problems involving fracture and
splashing fluids. It is natural, therefore, to predict that SPH will provide an effective approach
to multi-scaling simulations.

Finally, it is worth noting that apart from the advances in software there have been
significant advances in hardware as well. New chips (FPGA), in particular, can be programmed
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to implement the SPH summations in hardware. This will lead to SPH simulations which are
extremely fast and will make previously difficult problems trivial.
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