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Executive Summary 
Two scenarios are developed for sequestration of CO2 from a 500 MW coal-fired power plant 
operating on an integrated gasification combined cycle process.  The proposed conceptual design 
examines both the photosynthetic biological fixation of CO2 through a large scale reactor design 
and full scale operation of a CO2 injection system into a deep saline reservoir. Analysis of saline 
aquifer sequestration capacity and potential is evaluated from the basis of well-documented 
information from the Viking aquifer in the Alberta basin in western Canada, where ten injection 
wells in a circular pattern are shown to effectively distribute the CO2 within a competent 
structural trap.  Hydrodynamic, solubility, and mineral trapping are quantified for the design 
period, and leakage of CO2 through the shale caprock and local abandoned wells is shown to 
approach 0.05 percent of the total injected volume in a 20 year design scheme.  Alternatively, 
photosynthetic fixation is found to be viable in the higher sunlit regions of the Southwestern 
United States should the market for algeal biomass continue to expand.  Energy production for 
either process scheme is examined for possible inputs from photovoltaic arrays and a cascading 
closed loop cycle (CCLC) for excess heat utilization.  Characterization of saline aquifers in such 
a high sun intensity region in a manner such as that presented for Alberta would support 
development of a dual approach process scheme.  
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INTRODUCTION 
Sequestration of anthropogenic CO2 emissions remains an important and viable strategy in the 
worldwide effort to reduce the human contribution to climate change.  From this basis, the 
viability of newly constructed power plants is now, and will be increasingly so in the future, 
largely dependent upon an available method of sequestering a significant portion of the CO2 it 
will generate.  The need for technologies capable of accomplishing this task is apparent.  Due to 
such necessity, the purpose of this study is to examine possible methods to sequester the CO2 
emitted from a 500 MW power plant and to do so in the most efficient manner possible.  To this 
end, several existing and proposed methods of sequestration were examined and compared on the 
basis of several controlling criteria including the location of the power plant, sustainability of the 
sequestration method, environmental health and safety issues, potential storage capacity, public 
acceptance of the method, and economic viability.  The general sequestration areas that were 
examined include biological fixation, oceanic storage, geologic storage, and mineralization.  
From the examination, two plausible sequestration options emerged, namely biological fixation 
through the use of an industrial bioreactor and injection into a deep saline aquifer.  Both options 
were continued to a conceptual process design in which deep saline aquifer injection is designed 
to support the full captured carbon dioxide stream from an IGCC power plant, and the industrial 
bioreactor was designed to handle half of the CO2 flow stream.  Presented below are the findings 
obtained during this study. 

1. PART I: EVALUATION AND SELECTION OF SEQUESTRATION METHODS 
CO2 sequestration methods may be roughly divided into those that incorporate as the primary 
mechanism: 1) Injection and entrapment within pressure or structural boundaries, such as 
geologic storage and deep ocean storage, 2) those that seek chemical boundaries, such as mineral 
carbonization, and 3) those that utilize aerobic uptake through biological means, such as 
photosynthetic bioreactors, or herbaceous means, such as terrestrial aforestation and ocean 
farming.  Geologic storage may be further divided into the type of reservoir to be utilized.  
Several sequestration methods were evaluated.  A brief discussion and summary of findings, in 
addition to some general critical concerns, can be found in the following discussion.  A 
comprehensive review can be found in Appendix A. 

1.1. GEOLOGICAL SEQUESTRATION METHODS 
Geologic methods of sequestration involve the capture of CO2 emissions from the waste streams 
of fossil-fuel burning power plants, or other high volume CO2 producing plants, and subsequent 
compression for transportation to a suitable disposal site for pressurized injection.  In the 
geologic medium, suitable disposal sites include oil/natural gas wells that are either under 
producing or no longer in production, un-mineable coal seams, deep saline aquifers, and deep 
ocean injection, where pressure and temperature boundaries maintain CO2 in its liquid phase.  
Each of these methods presents some unique benefits and challenges.   

1.1.1. General Considerations 

Physical Properties of CO2 
Physical properties of CO2 are relevant to its storage underground because they define the 
density and viscosity of the stored gas, and thus its occupied volume and mobility. They are also 
relevant because large volume changes are associated with CO2 phase changes, so it might be 
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desirable to store CO2 under physical conditions that are not close to the phase boundary 
conditions, thus avoiding unexpected volume and mobility changes. Figure 1 shows the phase 
diagram of CO2. 

 
Figure 1 

CO2 Phase Diagram [1] 

As is evident from the phase diagram, CO2 occurs as a solid, a liquid, a gas, or a supercritical 
fluid. Above its critical temperature of 31.1°C and critical pressure of 7.38 MPa (73.8 bars), CO2 
exists in the so-called dense phase condition, i.e., as a supercritical fluid. A supercritical fluid is a 
gas-like compressible fluid in that it fills and takes the shape of its container, but it has liquid-
like densities. It is desirable to store CO2 as a supercritical fluid or a liquid because of higher 
phase density that will occupy much less space in the subsurface. For example, one tonne of CO2 
at a density of 785 kg/m3 (i.e. 22oC and 7 MPa or 50oC and 15MPa) occupies 1.27 m3, while at 
standard temperature and pressure, at the ground surface, one tonne of CO2 occupies 512 m3.  

Transportation 
It is preferred to transport the CO2 at a pressure beyond its supercritical pressure threshold so as 
to avoid any two phase mixtures. This enhances liquid phase transportation and enhances the 
economic benefits. The operating pressure and temperature lies in between 8619 kPa at 4°C and 
15,300 kPa at 38°C. The upper and lower limits are set, respectively, by the ASME-ANSI 900# 
flange rating and ambient condition coupled with the phase behavior of CO2 [2]. Literature 
suggests that the CO2 emissions from a 500 MW coal power plant will be approximately 10,000 
to 14,000 ton per day which is equivalent to 53 to 83 m3/s [3].  For this a 14 to 16 inch diameter 
pipeline will be required. A larger diameter pipeline gives a higher margin of safety for 
occasional higher CO2 flows. 
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Safety, Health and Environmental Risks 
The geologic storage sites should be selected to minimize the potential for leakage. Although 
CO2 at low concentrations is not directly hazardous to human health, it may detrimentally alter 
environmental processes [4]. Leakages could occur over small areas from discrete point sources, 
such as abandoned wells. Uncontrolled leakages would have widespread implications for the 
environment. Leakages might damage crops, groundwater quality and/or human and animal 
health. Other concerns include acidification, changes in biological diversity and species 
composition and asphyxiation at high CO2 concentrations. In addition, biogeochemical processes 
may be affected as increased CO2 concentrations could change pH, microbial populations and 
nutrient supply [4, 5]. 

The risks of geologic sequestration fall in two categories: Global and local risks. Global risks 
arise from leaks that return stored CO2 to the atmosphere. Additionally, global risks involve the 
release of CO2 that may contribute significantly to climate change. Moreover, the global risk 
may alternatively be viewed as uncertainty in the effectiveness of CO2 containment [6]. 

Local risks are classified as hazards for things like humans, ecosystems and groundwater [1]. 
Local risks arise from the elevated CO2 concentrations associated with the flux of CO2 through 
the shallow subsurface to the atmosphere. Additionally, local risks occur as a result of the 
chemical effects of dissolved CO2 in the subsurface. Moreover, local effects could arise from the 
displacement of fluids by the injected CO2 [6].  If leakage to the atmosphere were to occur in 
low-lying areas with little wind, or in sumps and basements overlying these diffuse leaks, 
humans and animals could be harmed [1].  

Catastrophic releases could occur as a result of a blowout of an injection well or existing well in 
the vicinity, or as a result of seismic disturbance [7]. Groundwater can be affected by CO2 
leaking directly into an aquifer or by brines displacement into overlying aquifers, with 
concomitant potential to contaminate potable water supplies. There may also be acidification of 
soils and displacement of oxygen in soils [8]. 

Risks can be minimized by the avoidance of vulnerable areas, monitoring of the injection process 
and CO2 plume delineation. Remote sensing techniques and water quality analyses also may be 
explored for near-surface monitoring of injection sites and for detection of leaks. Seismic 
monitoring must be conducted to avoid potential seismic catastrophes [9]. 

Public Perception 
Public perception is an interesting issue and is of significant importance. As yet, little has been 
published on the question of whether people will find CO2 sequestration underground to be 
acceptable. Some [10] state that CO2 removal, as a dedicated single technology, is an option that 
does not enjoy enthusiastic public support and conclude that these barriers can only be overcome 
by research and design and effective demonstration of the technology. It will not be possible to 
overcome them by communication alone. The IPCC report of 2005 states that two conditions 
will have to be met before the CO2 sequestration is considered as a credible technology namely 
anthropogenic global climate change has to be regarded as a relatively serious problem and there 
must be acceptance of the need for large reductions in CO2 emissions to reduce the threat of 
global climate change. Also people in business, government, or NGO’s must seek out and hear 
objections raised by skeptics and come out with answers to them for this technique to be 
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accepted [11, 12]. To further maximize by the advocacy community and the public, 
policymakers will need to convince those sectors that the storage option is needed, that it will not 
crowd out more desirable strategies, and that it will perform effectively and safely [11]. 

With regards to policy related issues, geologic CO2 storage capacity need to be seen and 
understood to be an investment in a nation or regions future economic and environmental well 
being in the way that estimates of hydrocarbon resources/reserves are viewed today. The 
potential to store CO2 should be treated as a natural resource [13]. 

1.1.2. Deep Saline Aquifer Injection 
Deep saline injection refers to the injection of CO2 into deep sedimentary basins, where pressure 
and temperature favor the existence of dense phase (liquid or supercritical) CO2.  Because the 
EPA classifies aquifers with greater than 10,000 mg/l salinity unfit as sources of drinking water 
[14], such aquifers serve as an effective resource for CO2 storage.  Physically, the CO2 may be 
stored beneath an impermeable caprock, where buoyant forces maintain the pure phase atop the 
water saturated zone.  Over time, CO2 will dissolve into solution and, eventually, react to form 
mineral carbonates in the reservoir.  Ultimately, solubility and mineral carbonization represent 
the most confident storage mechanisms, and physical trapping must persist for sufficient time to 
ensure efficient storage by these means. 

Deep saline aquifers are wide spread and underlie many parts of the world, thereby reducing the 
costs of infrastructure associated with pipeline construction. The storage capacity accompanied 
with this option is high, with a global capacity estimated between 300 and 10,000 GtCO2 [15]. 
Residence time in saline aquifers is long ranging from hundreds to several thousands years [2], 
depending on the local hydrologic gradients. Such aquifers are typically not suitable for 
irrigation and other uses, so injection of CO2 has limited environmental impacts and less likely to 
present a problem for potential future use [8]. 

1.1.3. Coalbed Injection 
Coalbed injection involves the injection of CO2 into deep, unmineable coal seams, where the 
combined influence of physical trapping from low permeability surroundings and physical or 
chemical adsorption to the coal structure serves to contain the injected gas.  As an additional 
benefit, the possibility of a recoverable reserve of methane presents an attractive economic 
solution.  Conclusions of a DOE study [15] suggest approximately 90 Gt of national CO2 
sequestration capacity in unmineable coal seams, including 38 Gt in Alaska.  Alternately, 
enhanced coalbed methane (ECBM) recovery potential was estimated at approximately 150 Tcf 
including 47 Tcf in Alaska.  With approximately 2 Gt/year of CO2 currently being emitted from 
U.S. power plants, the literature would thus suggest sufficient capacity exists for sequestration 
via ECBM-CO2.  However, design of a sequestration system under conditions of a specific 
power plant will require full analysis of the specific site.  The study of Stevens et al. [16] 
concluded in the finale 225 GT of worldwide storage capacity. 

1.1.4. Oil and Gas Reservoir Injection 
Both depleted and active fossil fuel reservoirs are potential storage space for CO2 in underground 
formations. CO2 may be injected directly into a depleted or inactive reservoir without 
expectation of any further oil production, or the CO2 injection may result in enhanced oil/gas 
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recovery and simultaneous CO2 sequestration. CO2 may also be injected into producing oil and 
gas reservoirs, whereCO2-enhanced oil recovery (EOR) and CO2-enhanced gas recovery (EGR) 
will offer an economic benefit. Typically, oil reservoirs have undergone a variety of production 
and injection processes during primary and secondary recovery. As a tertiary recovery process, 
CO2 can be injected into the reservoir to improve the mobility of the remaining oil thereby 
extending the production life of the reservoir. Also, significant quantities of natural gas can be 
produced by pressurization of the reservoir. This is a mature technology and is very viable as is 
elucidated in Appendix A.  

1.2. ADDITIONAL SEQUESTRATION METHODS 

1.2.1. Ocean Fertilization 
Ocean fertilization is the process of seeding the shallow ocean waters with nutrients to stimulate 
the growth of marine photosynthetic organisms.  The main concept underlying this sequestration 
method is that the shallow ocean organisms are capable of naturally sequestering atmospheric 
CO2, but lack some key nutrients to make the rate of sequestration feasible as an actual 
sequestration strategy.  Experiments have been performed to determine the key nutrients required, 
and also the impact that this method would have upon the oceans and the ecosystem as a whole.  
To date, there are still a lot of unknowns about using this method as a viable sequestration 
strategy, which must be determined before it should be utilized.  

1.2.2. Deep Ocean Injection 
Deep ocean injection, as a sequestration method, utilizes the ocean as a storage medium for 
containing either gaseous or liquefied CO2.  Injection of gaseous CO2 to the ocean occurs at 
depths between 500 and 2,000 meters below the ocean surface and works on the principle that 
the injection gaseous CO2 will diffuse into the seawater and react to form carbonates which will 
then settle to the bottom.  The other form of deep ocean injection is to inject liquefied 
(compressed) CO2 at a depth greater than 3,000 meters where the density difference between the 
ocean water and the liquefied CO2 will cause the CO2 to settle downward where it will form a 
pool on the ocean floor.  Research is ongoing to determine the effects of sequestering CO2 
through this method.  Currently it is predicted that diffusion of the CO2 pool into the deep ocean 
waters will cause the oceans pH to decrease leading to an acidic ocean as well as the potential for 
an early release of the CO2 back to the atmosphere.   

1.2.3. Terrestrial Aforestation 
Terrestrial sequestration is the net removal of CO2 from the atmosphere or the prevention of CO2 
from leaving the terrestrial ecosystem. Since the terrestrial ecosystem includes soil and 
vegetation, various researches in this habitat focuses on means of improving land use 
management and soil texture in a way to enhance CO2 sequestration. Therefore, CO2 
sequestration in the terrestrial ecosystem can be managed through various land use management. 
(1) Afforesatation, reforestation and restoration of graded land (2) Agro forestry on Agricultural 
lands (3) Improving growth rate with the aid of required nutrients. A review of potential for 
terrestrial CO2 sequestration based on various management practices inline with the required 
management practice (RMP). Analysis so far suggest that, there is potential for terrestrial CO2 
sequestration though with limitations (such as availability of land space), proper land and soil 
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management will to an extent sequester a reasonable amount of CO2 in to the terrestrial 
biosphere why considering factors such as the environment and public acceptance. 

1.2.4. Mineral Carbonization 
Carbon dioxide sequestration by mineral carbonation mimics naturally occurring rock 
weathering which is known to have an important role in the historical reduction of the CO2 
concentration in the atmosphere after the creation of the earth [17]. The main advantage of the 
process is the formation of mineral carbonates which are the end products of geologic processes 
and are known to be stable over geological time periods (millions of years). The carbonation 
process energy required would be 30 to 50% of the capture plant output [18]. Considering the 
additional energy requirements for the capture of CO2, a CO2 capture system (CCS) with 
mineral carbonation would require 60 to 180% more energy input per kilowatt hour than a 
reference electricity plant without capture or mineral carbonation [18, 19]. These energy 
requirements raise the cost per ton of CO2 avoided for the overall system significantly. The best 
case studied so far is the wet carbonation of ultramafic minerals [20-22].  The estimated cost of 
this process is approximately 50–100 US$/tCO2 net mineralized in addition to CO2 capture and 
transport costs, but taking into account the additional energy requirements [23]. The mineral 
carbonation process would require 1.6 to 3.7 tons of silicates per ton of CO2 to be mined, and 
produce 2.6 to 4.7 tons of materials to be disposed per ton of CO2 stored as carbonates [18]. A 
number of issues still need to be clarified before any estimates of the storage potential of mineral 
carbonation can be given. The issues include assessments of the technical feasibility and 
corresponding energy requirements at large scales, but also the fraction of silicate reserves that 
can be technically and economically exploited for CO2 storage. The environmental impact of 
mining, waste disposal and product storage could also limit potential.  

1.2.5. Biological Sequestration: Industrial-Bioreactor 
Sequestration by biological means in an industrial Photobioreactor (PBR) was investigated.  In 
this method microalgae are grown in a controlled, indoor environment and fed light from a solar 
field, internal lighting, or a combination of both.  A survey of existing technologies and 
microalgae was completed.  In addition, fundamental, photosynthetic relationships and 
associations were identified (see Appendix A for detailed discussion).  Further, a rate law and 
specific mathematical models were developed.  These mathematical models were used to design 
and optimize the PBR.  The PBR consists of a large vessel or set of vessels that are partitioned 
by parallel plates separated by a distance, d.  The plates consist of frosted glass with fiber optic 
lamps arranged inside of them in such a way that uniform light intensity is created and 
distributed across the surface of the plates.  The system is designed to provide a light at the 
saturation light intensity with high cellular concentration and maximum rate normalized by the 
plate area. 

1.3. SELECTED METHODS 
Because of the scope of the investigation, the field of options had to be reduced.  Ocean 
sequestration was eliminated because it had quite negative public perception and the 
environmental impacts were not well known.  Mineralization was eliminated because it was 
exorbitantly expensive.  Terrestrial afforestation was eliminated because the land requirement 
was unreasonable.  Oil/Natural Gas and coal bed injection were eliminated because they were 
quite location limited in comparison to saline injection.  Deep saline aquifer injection and 
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sequestration by industrial photobioreactor were pursued.  Sequestration by the industrial 
photobioreactor was pursued because there are very few adverse environmental impacts, the 
future market for algal biomass looks strong, it has the potential to make existing technologies 
green, and can be easily transferred to several locations.  The deep saline aquifer injection was 
pursued because it is very common in location and would not require large transport distances 
from existing sites, has high storage capacity, has long retention times, does not present 
unreasonable environmental risks, and utilizes mature and well known technology. 

2. PART II: THE IGCC POWER PLANT  
The selected source for CO2 is an integrated gasification combined cycle (IGCC) power plant.  
The IGCC combines gasification technology with combined cycle technology.  The first step in 
the IGCC process is gasification. Gasification converts any hydrocarbon into a synthesis gas (or 
syngas) is comprised of mainly of hydrogen (H2) and carbon monoxide (CO) at high temperature 
and pressure.  In the case under consideration, the hydrocarbon source is coal.  Gasification 
process produces fewer pollutants in the effluent than combustion and consequently fewer 
pollutants in the flue gas streams.  Even though it produces fewer pollutants, the syngas must be 
cleaned-up to removing the acid gases (such as hydrogen sulfide), particulate matter, Hg and 
other undesirable components.  This is done primarily to protect the catalysts and materials down 
stream from the gasification. With a CO2 capture option, syngas passes through a Water Gas 
Shifter (WGS) reactor where steam is introduced to the syngas the CO is converted to CO2 and 
more H2.   

A Pd membrane can be used to separate hydrogen from the effluent from the WGS and hydrogen 
is combusted in a combined cycle gas turbine that produces electricity.  Both the syngas 
production process and the gas turbine combustion process generate steam that is utilized to 
generate electricity by a steam turbine.  Advantages of IGCC include the reduction of CO2 
emissions, increased efficiency, and flexible fuel supply.  Further, IGCC technology with CO2 
capture is beneficial for the environment because of the reduction of the emission of pollutants 
(e.g., SO2, NOx, particulate matter, and mercury).  The collection of sulfur and gasification slag 
obtained from the process has byproduct value, which avoids the cost byproduct disposal, and 
easier CO2 removal.  The energy consumption for CO2 capture is lower in comparison with 
conventional power plant. However, the capital cost for IGCC is higher.  In addition, IGCC is a 
complex process that requires a high degree of component integration [24].  Figure 2 shows the 
schematic of IGCC process under consideration. 
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Figure 2 

Schematic diagram of the IGCC power plant [24] 

There are two output streams from the proposed plant design: a pre-combustion stream that 
comes from the palladium filter and a post combustion stream that comes from the heat recovery 
steam generation module (HSRG).  The pre-combustion stream will have a molar composition 
close to: 68.3% CO2, 12.5% CO, 12.5% H2O, and 6.7% N2 and a total flow of 14,875 kmol/hr 
[24].  It is advantageous to oxidize the CO to CO2 both for safety and energy considerations.  
Thus the composition that will be sequestered is 80.2% CO2, 12.4% H2O, 6.6% N2, and 0.8% O2 
at a total flow rate of 14,994 kmol/hr.  The second stream coming from the HSRG will have a 
molar composition of 14.6% H2O, 12.2% O2, and 73.2% N2 and a total flow rate of 94,248 
kmol/hr [24]. 

3. PART III: THE PHOTOSYNTHETIC BIOLOGICAL REACTOR 

3.1. THERMAL PRETREATMENT 
The majority of waste heat generated by conventional coal power plants is generally discharged 
to the environment at 250oF to 800oF, and feeding the bioreactor using the CO2 gas at those 
temperatures is not possible [25]. It is necessary for these gasses to be cooled before they can be 
used in sequestration.  In particular, the flue gas from the IGCC process under consideration will 
have an output temperature of around 100oC from the palladium filter [24].  The maximum 
temperature tolerated by the microorganisms in the reactor is 95oF (preferably not exceeding 
70oF) [26, 27]. The common cooling processes are air-to-air or air-to-water heat exchangers and 
the cooling water towers.  It would be advantageous to find and employ a feasible option that can 
cool the gas, and at the same time, utilize the heat energy producing electric energy. A possible 
solution is the Cascading Closed Loop Cycle (CCLC).  
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3.2. BIO-REACTOR DESIGN 

3.2.1. Principles and Theory 
To effectively design a photobioreactor (PBR) for the purposes of CO2 sequestration, it is 
paramount to understand the principles that govern photosynthesis and the parameters that 
control CO2 fixation.  A first principles model has been developed that allows for the 
optimization or reactor parameters such that the highest sequestration rate can be obtained.  In 
addition the scale-up parameters have been identified. 

Design Principles 
The most important consideration in the utilization of light for photosynthesis is the saturation 
light intensity.  The saturation light intensity is the light intensity at which the pigments within 
the photosynthetic organisms become overloaded with light and no longer efficiently use light.  
Figure 3 shows the light utilization efficiency and photosynthetic efficiency as a function of light 
intensity. 

 
Figure 3 

Photosynthetic Efficiency vs Light Intensity [28] 

Here, Io is the incident light intensity and Is is the saturation light intensity.  The light utilization 
efficiency is defined as the light used in photosynthesis over the incident photosyntheticly active 
radient (PAR) and given the symbol Es.  The overall photosynthetic efficiency is the biomass 
energy over the incident PAR and can generally be taken as 0.20*Es [29].  At an incident light 
intensity below the saturation light intensity, the light utilization efficiency remains at 100%, and 
the photosynthetic efficiency remains at 20%.  Above the saturation light intensity, both 
efficiencies drop off dramatically according to  the following equation [29].   The following 
equation is valid for Is > Io.  For Is < Io, Es=1. 

 ln 1Is IsEs
Io Io

⎛ ⎞= +⎜
⎝ ⎠

⎟  (1) 
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Because of the expense of the light collection system, it is important that the light be utilized as 
efficiently as possible.  A loss of efficiency in utilization results in a larger and much more 
expensive light collection system.  It is important, then, not to exceed the saturation light 
intensity within the PBR. 

More importantly, photosynthesis is a photochemical reaction and the rate can them be 
determined from the utilization efficiency (Et) and the absorbed light [30, 31].  The absorbed 
light is governed by the Beer-Lambert law [32].  For a cylindrical system, the Beer-Lambert 
derivation yields Eq. (2), and for a cubic system it yields Eq. (3).  Eq. (2) is used for radiant light 
intensity from a cylindrical lamp or radius ro at a distance r from the center of the lamp [33].  Eq. 
(3) is useful from the determining the light intensity from a distance x from a radiating plate. 

 ((0 0
0expr I ))I a r r

r
= − −  (2) 

 ( )0 expI I= −ax  (3) 

Here, Io is the incident light intensity and a is the extinction coefficient.  If the light path is small 
and the concentration is low a=εC, where ε is the specific light absorption coefficient and C is 
the cellular concentration.  However, this simple relation does not account for attenuation due to 
cellular reflection or light path length.  A more accurate model for a is expressed in Eq. (4) [33]. 

 
( )(

m

c x

Ca
)K C K x

ε
=

+ +
 (4) 

If C<<Kc and x<<Kx, Eq. (4) simplifies to εmC/(KcKx), thus εm = ε(KcKx) [33].  The light 
absorbed by the cells can be calculated by Eq. (5) [33]. 

 0utilI I I= −  (5) 

I is calculated using Eqs (2)-(4).  The cellular yield can be calculated using Eq. (6) [31]. 

  (6) utilY Et A K I G R C V= ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅

Here, Y is the cellular yield (g dry weight/h), Et is the photosynthetic conversion efficiency 
taken as 0.2*Es, A is the illuminated area (m2), K is the energy equivalent of the algae (g dry 
weight/W/h), Iutil is the light utilized in Eq. (5) (W/m2),  G is the ratio of dry weight of cells to 
the weight of carbon within the cells, R is the respiration rate (g carbon/g dry weight/h), C is the 
cellular concentration (g dry weight/L), and V is the culture volume (L).  Eq. (6) was derived by 
first principles from an energy and mass balance and has been shown to accurately model the 
productivity at light intensities under the saturation intensity [34]. 

The specific carbon dioxide fixation rate (g CO2/L/day) can then be calculated as: 

 2
88

CO
YR

G V
⋅

=
⋅

 (7) 
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Scale-Up 
Knowing how growth rates and energetic parameters are affected by scale up and developing a 
basis of comparison between reactor types is important when developing an industrial process.  
For a PBR, there are two important parameters in comparison between reactors and in scaleup: 
the light energy supplied per unit volume (Io/V), and the light distribution coefficient (Kiv) [30].  
It is obvious that the greater the light supplied per unit volume, the higher the rate will be.  It 
should also be obvious that for constant illumination area, cellular concentration, and volume, 
that the growth rate will be linear below the saturation light intensity and will fall away from 
linear in proportion to Es in Eq. (1) above the saturation intensity.  However, it is also important 
how the light is distributed within the reactor.  This is something that varies with reactor type.  
The light distribution coefficient is a measure of how the light is distributed and is defined as the 
cell concentration at which 50% of the PBR volume received enough light to have positive 
cellular yield [29].  The light intensity at which no net growth occurs can be found from Eq. (6) 
by setting Y equal to zero.  The volume that is above that light intensity can be found using Eqs 
(2) and (3).  The percentage can then be calculated from that volume.  The concentration will 
have to be varied until the fraction is 0.5, this concentration is taken as Kiv.  Figure 4 shows this 
concept for two different types of reactors. 

 
Figure 4 

Light Distribution Coefficient, Conceptual Example [30] 

Because Kiv is higher for the lower reactor type in Figure 4 even though the total light 
illumination is the same, the rate is higher because the sustained cellular concentration is higher.  
It was shown that the growth rate is linear with respect to both Io/V and Kiv [30].  Thus a single 
coefficient, the light supply coefficient (Io/V*Kiv), is a measure that can be used for comparison 
between reactor types and for scale up  [30].  That is to say, if data is collected in one reactor 
type in the lab, it can be used to size and design a full scale reactor of any other type or size as 
long as the light supply coefficient is the same between them.  This is shown in Figure 5.  The 
linear portion of the growth rate vs light supply coefficient is linear because it falls below the 
saturation light intensity.  Equation (1) will have to be incorporated into the growth rate above 
the saturation intensity.  It is important to note that at high light intensities, Et becomes constant 
with respect to light intensity at approximately 0.03 rather than 0.2 at low light intensities.  It is 
because of this that two linear or nearly linear regions exist in Figure 5.  A low light supply 
coefficient corresponds to low light intensity and vice versa.  It would be expected that the rate 
would be linear with respect to light supply coefficient until the point of light saturation and that 
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the change in rate with respect to supplied light is proportional to the light utilization efficiency.  
Figure 5 is then consistent with Figure 3 in that there is a sharp change in the rate with respect to 
light supply coefficient at the saturation point and in that a linear (or near linear) relationship is 
established once again at high intensities but with reduced slope.  However, a discontinuity 
would not be expected.  Unfortunately the data just above the saturation point is missing in 
Figure 5.  It is not possible to fully validate the data with the above predictions and expectations.  
However, the principles were validated in the literature review and by calculations which can be 
found in Appendix A 

 
Figure 5 

Growth Rate vs Light Supply Coefficient (open circles) 
Growth Rate vs Volumetric Mass Transfer Coefficient (closed circles) [30] 

Also shown in Figure 5 is the effect of the volumetric mass transfer coefficient (kL) on rate.  kL is 
a measure of mixing within the reactor.  It has been shown to be zero order in PBR’s  [30].  This 
is a result of the relatively low rate of photosynthesis in comparison to the diffusion rates of 
products and reagents.  Thus a minimal amount of mixing is needed to sustain a given rate [30].  
It is also advantageous to most photosynthetic organisms to avoid high fluid shear stress because 
most do not have strong cellular walls [30].  

Data and Estimations 
It was not possible to find all the data needed for one particular strain of photosynthetic micro-
algae.  Thus, the data used in this design is representative of micro-algae, but is not specific to 
any single micro organism.  Laboratory experimentation would have to be done to determine the 
data needed for a selected micro-algea strain, which is not possible within the limits of this 
investigation.  A review of probable microalgae can be found in Appendix A.  The data and 
estimations for microalgae used in this design as well as the methods needed to obtain the data 
are discussed in brief in the following: 

15



A good estimate for the saturation light intensity is 30 to 45 W/m2 or 140 to 210 uE/m2/s [31, 35-
37].  The saturation light intensity is a specific property of each individual photosynthetic 
organism and can be experimentally determined by collecting data of specific growth rate vs 
luminous intensity.  The light intensity at which growth becomes non-linear with respect to 
luminous intensity is the saturation light intensity.  A value of 45 W/m2 was used in the design.   

The energy equivalent of the algae will have to be determined experimentally by calorimetric 
experiments.  A reasonable estimate is 23.1 kJ/g dry weight, resulting in K=0.156 g dry 
weight/h/W [31].   

The ratio of g dry weight to g of carbon could be measured by combustion and GCMS.  A typical 
composition is 49% carbon, which results in a G of 2.04 [31]. 

The respiration rate is a function of cellular concentration and would have to be carefully 
measured under the growth conditions.  Figure 6 shows the respiration rate of Scenedesmus 
obliques [31]. 
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Figure 6 

Respiration Rates as a function of Cellular Concentration [31] 

The data from Figure 6 was entered into a spreadsheet program and a hyperbolic function of the 
form ( )/ da b C e+ +  was used to fit the function using a minimization of sum of squared error 
method.  The constants were found to be: a=1.854, b=2.582, d=5.819, e=0.002715.  This 
function was used to calculate the respiration rate for the final design.  The fit to the data is 
shown as the pink line in Figure 6. 

Finally, the parameters used in the modified Beer-Lambert’s law need to be measured.  This can 
be done using a quantum sensor and a several optical cells of varying path lengths.  These 
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measurements were performed for Synechococcus sp. PCC 6301 and the parameters were found 
to be: εm=50, Kc=2.7 g dry weight/L, and Kx=4.7 cm [32]. 

3.2.2. Design Summary 
Using flat plates that consist of fiber optics buried in frosted glass has been shown to produce 
uniform, controllable light intensity within the body of the reactor [38].  The design will then 
consist of several parallel frosted glass illumination plates separated by a distance, d, and will be 
evenly distributed within the reaction volume.  The light intensity at the boundary of the plate 
will be held constant at the saturation light intensity to ensure the highest photosynthetic rate and 
the highest possible efficiency.  The challenge is to find the optimal spacing and cellular 
concentration that will yield the highest rate per square meter of illuminated plate. 

Light intensity is additive [33].  For example, if light is introduced into a space that is lined with 
perfectly reflecting surfaces and there is no material that absorbs the light within that body 
enclosed by the reflecting surfaces, the light will not dissipate.  It is theoretically possible to 
continually introduce a low light intensity into a body of perfect reflection and no adsorption and 
have it build to infinite intensity as time approaches infinity.  Even with adsorption and imperfect 
reflection, it is possible to have apparent light intensity greater than the source input intensity if 
the light at a given distance from the source is reflected back to the source and not all of the light 
is adsorbed in the body or by the reflective elements.  Because light intensity is additive, the light 
intensity from a single illuminated plate can be considered apart from the adjoining plates.   The 
final intensity states can be determined by summing up the independent contributions from each 
illumination and by using Beer-Lambert’s law.  Furthermore, reflection and transmission losses 
by and through the light source plates can be considered in the same manner if it is assumed that 
there are numerous plates in parallel.  It is thus possible to lump the losses due to reflection and 
transmission efficiencies by the luminous plates into a single coefficient, pct.  Light intensity 
between two adjoining and reflective plates can then be used to build a representative model for 
the rest of the reactor. 

The light intensity form a single, representative plate considering reflection can be seen in Figure 
7.  For the purposes of illustration, the distance between plates was set 1cm with pct set to 0.8 
and a cellular concentration of 5 g dry weight/L.  The adsorption constants are the same as 
determined in the previous section.  A single reflective, illuminating plate is at x=0 with an input 
intensity of 45 W/m2.  A second non-illuminating, but reflective plate exists at x=1.  Light leaves 
the illuminating plate at 45 W/m2.  As it travels through the reactor volume, it is adsorbed 
according to Beer-Lambert’s law and the intensity decreases to approximately 11.5 W/m2 at x=1.  
At this point, it is reflected, but at a reduced intensity proportional to pct.  Because of the 
reflection, a virtual light source with an apparent intensity of approximately 9 W/m2 and a 
position of x=1 is considered.  This light then travels back to the illuminating plat at x=0 and 
reaches with an intensity of approximately 2 W/m2.  This is then reflected off of the surface of 
the illuminated plate in proportion to pct.  Once again, a virtual light source with an intensity of 2 
W/m2 must be considered.  Thus the total intensity at x=0 is then 47 W/m2 rather than 45 W/m2. 
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Figure 7 

Light Intensity Distribution between Plates with Reflection Considered 

Equation 8 can be used to iteratively calculate the apparent light intensity at x=0.  Here, x is the 
position between plates, d is the distance between the parallel plates, and Iapp denotes the 
apparent light intensity.  The remaining parameters are the same as those in Eqs. (3) and (4).  
The light not utilized in photosynthesis can be calculated by keeping track of Iapp with pct set to 
unity and subtracting Iapp with the desired pct once the iteration is complete.   

 2
0

2exp
( )(

m
appnew app

c x

CdI I pct I
K C K d

ε⎛ ⎞−
= + ⋅ ⎜ + +⎝ ⎠) ⎟  (8) 

The apparent light intensity calculated in the iteration is then used to calculate the light intensity 
at the boundary with illumination from both boundaries (x=0 and x=d).  This can be calculated 
by adding the apparent light intensity to the transmitted light intensity using Eqs. (3) and (4) with 
x set to the spacing between the plates and Io set to the apparent light intensity found using 
Eq.(8).  This is shown in Eq. (9).  The input light intensity can then be adjusted until the light 
intensity at the boundaries is at the saturation light intensity. 
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exp exp
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C d xCxI I
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A model was developed to address the issues above.  The computer program first calculates the 
luminous intensity at the plates as a function of cellular concentration, distance between the 
plates, pct, and light intensity introduced into the reactor.  The light intensity fed into the reactor 
was adjusted a loop until there was no point between the plates that exceeded the saturation light 
intensity.  The rate was then calculated under those conditions and the concentration and rate 
were saved as data points.  The concentration was stepped up and the loop and rate was 
calculated again.  A full set of these rates was calculated as a function of cellular concentration 
with the constraint that the light intensity not exceed the saturation light intensity.  The 
maximum volumetric rate was calculated and the associated cellular concentration was identified.  
The sequestration rate normalized by the plate area (ASR) was calculated from the volumetric 
rate and d was adjusted manually until the ASR was maximized.  A copy of the computer 
program can be found in Appendix B.  Figure 8 shows the simplified logic diagram for the 
computer program. 

 
Figure 8 

Computational Logic Diagram 

Figure 9 shows the rate of CO2 fixation as a function of cellular concentration under optimal 
conditions.  Figure 10 shows the light intensity distribution between the luminous plates at the 
conditions of the maximum rate.  It is important to note that the luminous intensity does not 
exceed the saturation intensity (45 W/m2) within the reactor body, nor does the intensity between 
the plates drop far from the saturation intensity.  This is important because it ensures that the 
entire volume of the reactor is operating at or close to maximum efficiency and rate. 
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Figure 9 

Fixation Rate vs Cellular Concentration Under Optimal Conditions 

Using the estimated data in the previous section and the method discussed above, the optimal 
conditions were identified to be: d=0.70 cm, C=0.844 g dry weight/L, and a light intensity input 
of 35.56 W/m2.  This results in a volume specific rate of 13.30 g CO2/L/day, an area specific rate 
of 93.11 g CO2/m2/day, and a light utilization efficiency of 99.5%.  A pct of 95% was used.  At 
this rate, a total volume of 4.43 x 105 m3 and a luminous plate area of 6.20 x 107 m2 is needed to 
sequester 2.325 MtCO2/year (~half of the output from a 500MWe plant).  A PAR light 
requirement of 4.41 x 106 kW is required which results in a total sunlight requirement of 8.82 x 
106 kW.  A greater amount of light will have to be collected due to transmission and collection 
losses.  These will be discussed in following sections. 
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Figure 10 

Light Intensity Distribution vs Position Between Plates 

The reactor system will consist of several reactors (four for each light tower, with a total of 36), a 
filtration system, a CO2 adsorption system, and a makeup and pH control system.  Figure 11 
shows a conceptual diagram for the proposed system. 

 
Figure 11 

Conceptual Reactor System Diagram 

Light, micro-algae, and growth media are fed into the PBR(s).  The micro-algae consume water, 
carbon dioxide, and nutrients from the growth media as well as consuming light energy.  The 
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depleted growth media and the grown micro-algae are removed from the bottom of the PBRs.  
The effluent is filtered to remove grown biomass.  The biomass is sent to be dried and used 
elsewhere.  The filtrate consists of growth media with depleted water, nutrients, and dissolved 
carbon dioxide.  The depleted growth media is sent to be saturated with carbon dioxide, to have 
nutrients added back, and to be pH and temperature adjusted as needed.  The CO2 saturation 
occurs in a CO2 adsorption system.  The adsorption system will have to be designed such that a 
high percentage of the CO2 is captured in solution.  It will be beneficial to use a pre-combustion 
separated stream from an IGCC plant because of the high carbon dioxide content and the amount 
of water in the stream.  The water from the gasification can be used to supply the water needed in 
the bioreactor after being cleaned and temperature and pH adjusted.  Sulfur and Nitrogen 
compounds are generally not a problem with most microbes as they need a small amount in their 
growth media.  The saturated solution is sent to a mixing vessel in which nutrients are added and 
an acid or base is added so that the solution going into the reactor(s) is the correct composition 
and pH. 

Having several bioreactors running continuously is advantageous because several species of 
microbes can be grown and sold at the same time as the market or plant conditions dictate.  
There is also a possibility waste treatment if the microbes are not intended for human 
consumption.  In addition, the microbes could be fed excess natural and regional fertilizers if 
available. 

Other design considerations beyond the scope of this investigation include a cleaning system for 
the luminous plates as mineral deposits and microbial wastes could build up and block desired 
light.  An automated system with a roller type brush that fits between the plates could be 
employed.  A cellular concentration and control system will have to be developed to maintain 
optimal cellular concentration within the reactor as well as light intensity monitoring and 
feedback systems.  One possibility for concentration control is a calibrated light sensor system 
on the output of the reactor and a bypass from the pump to the top of the reactor (not shown in 
Figure 11).  In this way, the bypass can be increased if cellular concentration begins to fall and 
decreased if cell concentration rises.  Light monitoring and feedback can be done by employing 
small, calibrated light sensors in between the luminous plates at various points in the reactor and 
employing computer control to adjust the light input into the system. 

3.3. LIGHT SEPARATION AND TRANSMISSION 
Efficient operation of the photosynthetic bioreactor (PBR) requires 4.41x106 kW of power 
supplied on a continuous basis.  This amounts to an energy supply of 1.06x108 kWh per day.  To 
supply the required power, energy from the sun in the form of visible light and infrared radiation 
are utilized, with both visible light and infrared radiation supplying the power in different ways.  
All the energy required for the algae to fix the CO2 for growth is supplied by solar energy 
collected using the heliostat collectors located around central towers.  The solar spectrum 
reflected to the central towers will undergo spectrum separation into the visible portion and the 
infrared portion using a spectrally selective cold mirrors.  The cold mirrors are designed such 
that they will reflect the visible portion of the solar spectrum on to a bundle of fiber-optic lines 
located in the column of the tower which will transmit to the PBR as part of the energy 
requirement.  The rest of the light, the infrared portion, will pass through the cold mirrors where 
it will be adsorbed either by photovoltaic cells (PV cells) or a heat exchanger for a cascading 
closed loop cycle (CCLC).  This collected energy will then be used to generate electricity that 
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will be used to power light-emitting-diode (LED) grow lights in the PBR, which will provide the 
additional required power for the PBR during times when the light transmitted through the fiber 
optics is insufficient such as night, early morning, and late evening.  The system was designed in 
such that the electricity generation equipment and the solar collector provide no more power than 
what is needed by the PBR.  During the early morning or late evening hours the light transmitted 
to the fiber optics is less than is required by the PBR so additional power will need to be supplied 
by the grow lights during this time.  As the power from the sun reaches and exceeds the required 
power inside the PBR, some of the computer-controlled heliostats will adjust and reflect towards 
the “electrical generation only” towers.  This will ensure that the light intensity within the PBR 
does not exceed the saturation light intensity and that there is electrical power to supply light to 
the reactor during the night, early morning and early evening.  Figure 12 shows the incident light, 
Io, the light transmitted to the reactor by fiber optics, Psolar transmitted, the light supplied to the 
reactor by electricity, Pelectric light, and the total power supplied to the reactor by light, Ptotal.  
The integration of Ptotal  throughout the 12 hour light period is that which is needed as energy in 
a full 24 hour operation period. 
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Figure 12 
Incident Light and Light Utilization 

3.3.1. Wavelength Requirements 
Photosynthetic organisms use energy from sunlight in fixing CO2 for cellular growth.  The 
portion of the solar spectrum that is used in this process is the visible light portion, which has the 
characteristic wavelengths between 400 and 700 nm.  To this end, it is useful to separate the light 
into grouped wavelengths so that more energy from the sunlight can be used.  The solar spectrum 
can be divided into three distinct groupings, which are termed ultraviolet, visible light, and 
infrared.  The ultraviolet plus x-ray spectra account for 1 percent of the energy coming from the 
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sun and have the characteristic wavelengths less than 300 nm.  Visible light spectra account for 
45 percent of the energy coming from the solar spectra and have the characteristic wavelengths 
from 300 to 700 nm.  Infrared radiation is the heat component of the solar spectrum and accounts 
for 54 percent of the energy, with the characteristic wavelengths from 700 to 11,000 nm [39].   

3.3.2. Solar Irradiance  
The design of a solar collection and transmission system requires an estimation of how much 
energy is delivered by the sun to the location at which the system will be located.  The rate at 
which solar energy reaches a unit area at the earth is called the solar irradiance and is typically 
measured in watts per square meter (W/m2).  This solar irradiance is not constant throughout the 
day.  To design a solar collection system a designer must know the average solar energy density.  
The typical units of measure are watt-hours per square meter (Wh/m2).  The power released from 
the sun reaches the outer layer of the earth’s atmosphere at 1367 W/m2 (known as the 
extraterrestrial solar constant (SC)) where it then undergoes additional losses due to atmospheric 
particles such as water molecules, ozone, and dust.  The actual amount of solar power received at 
the earth’s surface can vary greatly depending on the amount of matter encountered in the 
atmosphere, and can range from 90 percent, of the SC on a very clear day to around 30 percent 
on a very cloudy day [33].  Since the actual solar irradiation can vary so much over the course of 
the year it is best to view the solar irradiation as an average over the course of the year.  Figure 
13 provides an average daily solar irradiation for the entire United States that can be used to 
estimate the solar irradiance at a particular location in the United States. 

The location of the PBR is intended to be in the southwest United States and will have an 
average solar irradiance of 7.0 – 8.0 kWh/m2/day.  If the system were to be located in Alberta, 
Canada for example, then the average solar-irradiance would decrease to 3.0 – 4.0 kWh/m2/day 
[40].  In the later case, implementation of a solar collecting system does not make sense and was 
not considered.  To design the solar collecting system for the PBR an average value of 8.0 
kWh/m2/day was assumed in the calculations of required collector surface area, see Appendix C 
for detailed procedure of calculating collector surface area. 
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Figure 13 

Average daily solar irradiation in kW/m2/day for 2004 [41] 

3.3.3. Solar Energy to Electrical Energy Conversion 
To convert sun energy into electrical energy two viable options were explored.  The first was to 
use photovoltaic cells (solar cells) and the other was to use a CCLC.  The use of solar energy to 
generate electricity is not a new idea but is one that is receiving a lot of attention as of late [39, 
42].  It has been proposed that if better methods to harness the energy from the sun could be 
developed, fossil fuels could be eliminated for energy production all together [39].  

Photovoltaic Cells 
Photovoltaic cells (PV) use energy supplied by the sun to generate electricity through a process 
known as the photovoltaic effect, which was first recognized in 1839 by French physicist 
Alexandre-Edmond Becquerel [43].  A PV cell is a semiconductor device which utilizes energy 
of photons (light) to generate electricity using a rather simple mechanism.  Photons from the sun 
are absorbed by a PV cell and excite electrons in the semiconductor material into a conduction 
band gap.  The excited electrons can travel from atom to atom along the conduction band to 
produce direct current electricity [43]. 
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There are a lot of materials that can be used as the semiconductor material, with each one having 
a unique conversion efficiency of sun energy to electrical energy.  Each semiconductor material 
also utilizes a unique range of the solar spectrum.  The main issue facing PV cell development is 
that the easily available and cheaper semiconductor materials tend to have lower conversion 
efficiencies.  The previous development of PV cells has yielded efficiencies that range from 6 
percent for amorphous silicon to greater than 30 percent for multiple-junction research lab cells  
[33]. Multiple-junction cells are essentially PV cells that utilize multiple semiconductors made 
with different materials so that more of the spectrum of energy is used in the conversion from 
solar power to electrical power.  Silicon (amorphous, mono-crystalline, or poly-crystalline) is 
one of the most common materials that is being used in the production of PV cells today, and it 
has an approximate conversion efficiency of 6 – 21.5 percent.  This means that if the sun was 
supplying 1000 W/m2 of power to the PV cell, and the PV cell has a surface area of 1m2, that 60 
– 215 W of useable electricity would be produced.  Typically this electricity will need to be 
inverted to alternating current (AC) before it can be used in most electrical home appliances, this 
includes lights [39, 43]. 

A decision was made to use a particular brand of solar cells manufactured by Sun Power 
Corporation in the design of the PBR.  This was due to the rated efficiency of the cells and the 
amount of information available about them.  The “A-300 Solar Cell” is the chosen PV cell used 
in the design and it has the following characteristics: 

• Dimensions: 125mm x 125mm with 270 µm ± 40µm thickness 
• Open Circuit Voltage: 0.670V 
• Short Circuit Current: 5.9A 
• Maximum Power Current: 5.54A 
• Rated Power: 3.1W 
• Efficiency: Up to 21.5% 

These cells come combined in the “SPR-220” high efficiency PV module from Sun Power 
Corporation and has a peak power rating of 220W under the standard test conditions (AM 1.5) 
for PV cells.  The efficiency of the module is 17.7 percent and this is due to losses occurred 
during the transmission of the electricity through the wiring of the module.  To this end, the 
design of the electricity generation system used an efficiency of 15 percent to account for 
additional losses, which will be encountered during the transmission of the power to a central 
collection area [44]. 

In general, silicon based PV cells can utilize approximately 54 percent of the total energy coming 
from the sun, operating on the portion of the solar spectrum from 300 to 1200 nm, this represents 
the entire portion of the visible light and part of the infrared spectra, see Figure 14 below [39]. 
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Figure 14 

Schematic representing the operational spectra of a standard silicon based photovoltaic cell [39] 

Thermal Electricity Generation 
The second technology reviewed as a method for converting the infrared radiation to electricity 
was to use a heat exchanger in connection with a turbine to run a generator.  This method works 
by using the heat energy contained in the infrared portion of the spectrum to vaporize a working 
fluid in a closed loop system.  The working fluid, when vaporized, generates a rapid expansion in 
volume which, and in a closed loop, causes increase in pressure.  The pressure generated is then 
used to run a turbine (or turbo expander), which is connected to a generator to produce 
alternating current (AC) electricity [39, 42].  The efficiency of this system is dependent upon the 
temperature that can be generated from the concentrated sunlight on the heat exchanger 
component.  The following figure, Figure 15, provides an estimation of the conversion efficiency 
of concentrated solar energy to electrical output using a heat engine [39].  As illustrated, the 
optimal efficiency of the system will be around 30 percent plus or minus a few percent, for this 
design 30 percent was assumed.  The design of the heliostats involves a 2-axis tracking system 
so that the vector of the reflected light energy can be controlled.  This will allow for control over 
the amount of light energy and thus the temperature reached at the heat exchanger. 
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Figure 15 

Combined collector and engine efficiency variation with operating temperature [39] 

The most common power cycle used in solar power systems is the simple Rankine cycle with 
superheat, as seen in Figure 16 [39].  This cycle combines constant-pressure heat addition and 
rejection processes with adiabatic reversible compression and expansion processes.  The system 
utilizes a working fluid that changes phase during the heat-transfer processes to provide 
essentially isothermal heat addition and rejection.  Usually the working fluid is either water or an 
organic liquid, in this design propane was chosen as the working fluid due to a lower heat of 
vaporization than water.   

 
Figure 16 

Simple Rankine Cycle with Superheat [39] 
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The cascading closed loop cycle (CCLC) operates on the same principles as the organic Rankine 
cycle, but involves a slightly more complex set-up.  Rather than using one “boiler” (heat 
exchanger) it uses three heat exchangers that heat the working fluids to power two turbo 
expanders.  This allows for a better thermal to electrical conversion efficiency.  For an in depth 
discussion, see Part V. 

3.3.4. Light Separation Equipment 
Separation of the reflected light will be performed in the central towers using spectrally selective 
cold mirrors, or simply a cold mirror.  A cold mirror is a specialized dielectric mirror that uses a 
dichromatic interference filter to separate wavelengths of light.  To do this, a glass surface is 
coated with several layers of an optical coating that is chosen based upon the desired 
wavelengths that will be reflected or transmitted.  The simplest optical coatings are thin layers of 
polished metals such as aluminum, silver, and gold.  The reflection of the metal determines the 
characteristics of the mirror.  Of the three, aluminum is the cheapest and most common but 
yields a reflectivity of around 88 – 92 percent of the visible wavelength range.  Silver has a 
reflectivity of 95- 99 percent but reflects into the far infrared region of the spectra and is very 
costly to use.  To this end, controlling the thickness and density of the metal coatings results in 
the ability to tune the reflectivity/tranmissitivity of the surface.  This process results in what is 
known as a half-silvered mirror [45]. 

A more complex version is a dielectric optical coating that utilizes thin layers of materials such 
as magnesium fluoride and calcium fluoride.  Again by adjusting the density and layering of 
these coatings it is possible to tune the optical substrate to provide the required 
transmission/reflection of the desired wavelengths.  The reflection/transmission of light 
wavelenghs operates on the principle of refractive index [45].  The following figure gives an 
illustration representing this process. 

      
Figure 17 

An illustration showing the separation of spectral wavelengths using an optical coating on a spectrally selective cold 
mirror.  Here the blue bands (n1) represent the optical coatings [45] 
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3.3.5. Discussion of Fiber Optics 
Fiber optics are thin strands of either glass or plastic that are used to transmit light or signals.  In 
this application the light in the visible wavelength range that is reflected by the cold mirror will 
be transmitted to the PBR using fiber optic lines.  The fiber optics are grouped into a bundle and 
located along the inside of the tower columns with the upper end exposed to accept the 
concentrated light reflected from the cold mirror.  The rest of the fiber optics are coated with a 
cladding material which keeps the light contained in the individual fiber optic line until it reaches 
the light plates inside the PBR.  At this point the ends of fiber optics are exposed to allow the 
light to escape from the lines and be transmitted throughout the glass plates.  Homogeneous 
distribution of the ends of the fiber optics within each light plate is necessary to ensure a near 
homogenous spread of the light across the surface of each light plate. 

The fiber optics used in this design are made of borosilicate glass, which has an attenuation of 
0.002% per inch (78.7% per km) in the visible light range [46]. The length of the transmission 
lines is estimated to be at most 150 m.  Fresnel losses, or back reflection due to the difference 
between the refractive index of glass and air, result in an additional 4% loss per side exposed to 
the air (8% total).  The combined losses estimated for the fiber optic transmission system are 
assumed to be 20%. 

3.3.6. Design Summary using Photovoltaic Cells 
The photovoltaic system was designed to capture the excess energy from the sunlight to supply 
light to the PBR so that operation could proceed 24 hours per day.  The calculated input from the 
sunlight, in the form of visible light, was calculated to be 5.01x107 kWh/day.  This value 
accounted for the losses occurred from the reflection of the sunlight to the central towers and the 
losses from the attenuation of the light during transmission through the fiber-optic lines.  The 
assumed efficiency of reflection was taken as 95 percent of light collected by the heliostats 
would be reflected to the towers, and 80 percent of the visible portion of the light received at the 
towers would arrive at the PBR, assuming 20 percent loss in transmission through the fiber-
optics.   

The excess light required in the PBR would then be supplied using the PV system, which is 
composed of the PV cells mounted on the inside of the light collection towers, a DC/AC inverter, 
and an electricity transmission system to supply the generated electricity to the grid for “Storage”.  
The decision was made to send the generated electricity to the grid as a storage mechanism 
because storage of the power in a battery would likely lead to an additional efficiency loss.  
There is also a potential to gain a ”Green Energy” tax deduction depending on location, as the 
electricity supplied to the grid would be from renewable resources.  This will require proper 
coordination with the utility company and acceptance by the governing commission.  There is 
also be the potential benefit of selling the electricity during peak hours when the cost of 
electricity is greater, and then buy it back at night when the cost per kilowatt-hour could be less, 
which could help to offset the initial capital cost for the system. 

The sun’s energy that is reflected to the central towers and not reflected by the spectrally 
selective cold mirrors will be absorbed by the PV system in the combined towers.  The design 
also includes six towers that are present only for the generation of electricity (see Solar 
Collection section).  The wavelengths of the light that will be absorbed by the PV cells in the 
combined towers are in the 700 -10,000 nm range.  The “electricity generation only” towers will 
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be able to use the full spectrum of the sun’s energy for production of electricity.  As mentioned 
above (see Figure 14) the silicon based PV cells operate on the portion of the solar spectrum 
from 300 -1,200 nm and are capable of using 58 percent of the suns energy; however, since 400 
– 700 nm will be used for photosynthesis in the PBR this leaves 25 percent available for use in 
the PV system in the combined towers and the full 58% in the electricity generation towers.  The 
PV cells will generate DC electricity that must be converted to AC before sending to the grid.  
An assumed efficiency loss of 10% is associated to this conversion from DC to AC electricity.  
The following figure provides an energy balance for the PV system.  The equations and process 
used to determine the energy balance and subsequently the reflective surface area required of the 
heliostats is included as Appendix C. 

 
Figure 18 

Average daily energy balance for the photosynthetic bioreactor using a photovoltaic system to supply the additional 
required energy. 

3.3.7. Design Summary using Thermal Energy  
The design of the thermal energy system is very similar to the PV energy system described above.  
The main difference is the replacement of the PV system with a cascading closed loop cycle 
(CCLC) for production of the required electricity.  A description of the CCLC operation is 
described in the Thermal Electricity Generation section above.  The assumed thermal energy to 
electrical energy efficiency of the system is estimated to be about 30%, which when compared to 
the 13.5% of the PV system (15% Sun to DC, 90% DC to AC = 13.5% net) allows for a sizeable 
reduction in the required surface area of the collector field, which results in a large decrease in 
capital costs.  The size of the collector field for the PV system is approximately 68 km2 while 
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CCLC system will require a solar collector field of 37 km2, this represents a 54% decrease in the 
amount of area needed to produce the same amount of electricity. 

The following figure, Figure 19, provides an energy balance summary for the system.  The 
equations and process used to determine the energy balance and subsequently the reflective 
surface area required of the heliostats is included as Appendix C. 

 
Figure 19 

Average daily energy balance for the photosynthetic bioreactor using a simple Rankine cycle system to supply the 
additional required energy. 

3.4. LIGHT COLLECTION 
The function of the solar collector is to concentrate collected solar light and reflect it onto a 
receiver for transmission into the bioreactor and/or to generate electricity from the light. The 
light collection system can be described in terms of: the light wavelength that can be used by 
each part of the system, the types of collectors and modules for light collection, the orientation of 
solar collector dish, and the solar collector’s efficiency. Designing considerations include 
optimizing the performance and cost of sunlight trackers, dish concentrators, IR cold mirrors and 
optical fibers. 

There are several light collector types and they function in different ways and yield different 
collection efficiency. Several light collectors were considered for this project and are 
summarized hereafter. However, the heliostat/light collection tower was selected for the final 
design.  It is important to consider that the collected light needs to be treated so that the visible 
light is transmitted into the PBR and the Infrared (IR) is transferred to the solar-electric 
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generation equipment. The light transferred to the solar-electric generation equipment, can be 
used to supply electric power for lighting the PBR during periods of darkness.  The solar-electric 
generation equipment could consist of photo-voltaic (PV) cells and/or a cascading closed loop 
cycle (CCLC). 

3.4.1. Light/Energy Requirements 
Though solar energy is abundant and free, it must consist of the right level of intensity and 
wavelength for engineered applications such as this. This design requires collected light in the 
range of 400-700nm for the bioreactor and 700-11,00nm to be transmitted to the PV and/or 
CCLC. Because the spectrum from 400-11,00nm is utilized by the system, the collector should 
be optimized to receive light on those wavelengths as efficiently as possible. As stated earlier, 
the sunlight intensity in the southwest is approximately 8.5 kWh/m2/day. This design requires a 
total energy of 1.06 X 108 Kwh per day in the visible spectra.  

3.4.2. Types of Collectors 
Growth in solar technology has lead to the production of various types of solar collectors. These 
solar collectors differ in shapes, orientation, operational technology, process applicability, as 
well as efficiencies. A solar collector/concentrator is a device for extracting or collecting the 
energy from the sun in a concentrated form.  Solar collectors can be classified as passive, one-
axis active, or two-axis active tracking collectors [47]. Examples of the one axis active tracking 
collectors are the parabolic trough and linear focus Fresnel reflectors. Examples of two axis 
active tracking collectors include parabolic dish collectors and the central tower/heliostat 
receivers. Active tracking systestms are capable of tracking the position of the sun at any point in 
time with the aid of digital computer control. Four active collectors were considered for this 
design and are discussed hereafter. 

3.4.3. Parabolic Trough Collector 
Like the name implies, these collectors have a parabolic shape that is extended in one axis and 
have the ability to collect light ray along a single line focus.  It is a principle of geometry that a 
parabolic reflector pointed at the sun will reflect parallel rays of light to the focal point of the 
parabola. The geometry of the parabolic trough creates a focal line.  A fiber optic transmission or 
light absorption/heat transmission system is placed along the focal line.  Figure 20 is a schematic 
of a parabolic trough collector/concentrator.  A trough system is able to track the sun by rotating 
the parabolic shape about an axis parallel to the focal line. It is also important that the trough be 
as reflective as possible.  The reflectors on the parabolic trough are generally coated with 
aluminum or silver. Silver has the higher reflectance, but is much more expensive. It is also 
important to keep the reflectors clean since dirt will degrade the reflectance of light from the 
parabola.  Due to the geometry of the design, gaps must be left between the collectors which 
results in low ground coverage (40-60%) [42, 47].  
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Figure 20 

Parabolic Trough Collector [39] 

The construction cost of a parabolic trough and its low ground coverage has been a major 
problem with this type of collector.  For large systems the collector assembly represents the 
major cost.  If a solar heating system is desired, these systems are capable of achieving 250-
300oC [48]. 

3.5. LINEAR FRESNEL COLLECTOR 
The linear Fresnel collector is a single axis tracking technology. This system consists of long, 
flat plates that are arranged so that each reflects onto a single line positioned in space above the 
field.  At the common reflection point, there is a light transmitter or heat absorber.  This is 
pictured in Figure 21.  Tracking is achieved by rotating of each linear reflector on an axis that is 
parallel to the common reflection line as the sun moves throughout the day.  This was a concept 
that was developed by Giovanni Francia in the 1960s [49]. 

 
Figure 21 

Linear Fresnel Reflector [50] 

High densities can be attained by allowing the reflectors to change their focal point from one 
receiver to another during the day in order to minimize shading and achieve a dense reflector 
field. This arrangement is called the compact linear Fresnel reflector systems, or CLFR systems. 
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The reflectors are slightly curve and have a long focal length. Their mirror surfaces is made out 
of glass with a high reflecting performance of about 0.95. If thermal-solar generation is 
important, this system can achieve  250 C, which is low in comparison to 2 axis collectors that 
will be discussed later [47].  

The operation and management cost of a linear Fresnel reflector is low because cleaning can be 
done manually at ground level without complication. The reflector is less costly than parabolic 
trough collectors. Ground coverage with this method is better than with parabolic trough. 

3.6. PARABOLIC MINI DISH 
This light collector can be described as a parabolic dish that is designed to collect and transmit 
light along a single fiber optic line.  The design is based around the fiber optic cable.  The size of 
the dish is chosen according to the amount of light is optimal for a fiber optic line and the focal 
point of the dish is the fiber optic endpoint as seen in Figure 22.  Several mini dishes can be 
arranged to fit on a flat plate which can be fitted with a two-axis tracking system.  The light can 
be transmitted along the individual fiber optic lines to any place of interest. 

 
Figure 22 

Schematic of a Parabolic Mini Dish [51] 
 

For design and optimization strategies see Feurmann et al. [49, 51]. 

3.7. HELIOSTATS 

3.7.1. CONCEPT OF THE MTSA 
Heliostats are flat plate sun tracking mirrors designed to reflect the sun to a central tower.  A new 
design called the mutlti towered solar array (MTSA) has emerged that has very high 
concentrating power, collection efficiency, and ground coverage.  It will be shown that a 
heliostat field of an MTSA can utilize the direct solar radiation falling on the ground area of the 
field with a higher efficiency than the maximum efficiency of a single tower system [52]. 
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The MTSA field differs from a conventional solar tower system which has only one tower with 
as the central receiver but rather a group of solar towers with closely packed neighboring 
heliostats. The advantage is that the MTSA can use solar radiation which would normally fall on 
the ground between widely spaced heliostats further away from the tower of a conventional type 
solar tower system. Therefore, greater ground coverage can be achieved [52]. The position of the 
MTSA forms a repetitive two dimensional regular pattern called bravais lattice. This lattice can 
then be repeated in space to cover the ground. Figure 23 bellow illustrates a field of a MTSA and 
the bravais lattice. 

 
Figure 23 

MTSA and Bravais Lattice [52] 
 

3.7.2. Heliostat Design 
In heliostat design it is important to ensure that the reflectors will not interfere with eachother as 
they move through space on their axis.  The concept of unimpeded space volume is important 
when considering the chosen shape for the heliostat.  The unimpeded space volume represents 
the real space that could be occupied by the heliostat as it moves through space.  As long as 
nothing enters this volume, the motion of the heliostat will not be impeded and no collision is 
possible.  Figure 24 shows a conventional rectangular heliostat with two axis rotation.  The 
unimpeded space is determined by rotating the heliostat about one axis and then the other and 
taking the confluence of the path volume as shown in Figure 25.  The rectangular heliostat is first 
rotated about the vertical axis in Figure 25 (a) to form a cylindrical volume.  The cylindrical 
volume is then rotated about the second axis to form a barrel shape in (b).  The volume seen in 
Figure 25 (b) is the unimpeded space volume for the conventional rectangular heliostat.  This 
volume defines the packing structure for the heliostat field shown in  
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Figure 24 

Conventional Heliostats [52] 

 
 

Figure 25 
Unimpeded Space Volume for Conventional Heliostats [52] 

The orientation of the barrel in Figure 25 (b) depends on how the heliostats are attached to the 
base.  If the first rotational axis to the base is vertical (perpendicular to the ground), the axis of 
the barrel will be vertical and vice versa [52].  It is most advantageous to have the first axis be 
horizontal because the packing of heliostats will be tighter.  The packing for a field with 
horizontal axis is defined by packing the unimpeded space volume next to each other is shown in 
Figure 26.  The arrangement in Figure 26 is the tightest arrangement that can be achieved with 
conventional rectangular heliostats and only covers 76% of the ground. 
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Figure 26 

Ground Coverage with Horizontal Primary Axis (76%) [52] 

The reason that so much space is wasted in this arrangement is because of the rounded shape of 
the barrel defined by the rectangular shape of the conventional heliostat.  However, other shapes 
exist, such as a hexagon, and can yield much better packing.  Figure 27 shows the unimpeded 
space of the rectangular and triangular portions of the heliostat.  The sum of the two volumes 
looks like Figure 27 (a) 

 
Figure 27 

Unimpeded Space Volume of Hexagonal Heliostats  [52] 

Because of the linear sides of the pointed barrel, the heliostats can fit together with up to 100% 
ground coverage as seen in Figure 28. 
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Figure 28 

An orientation of a 100% ground coverage heliostats 

A simple geometric relationship exists to describe the geometry that will result in a heliostat 
shape that will yield 100% ground coverage.  Take any rectangular shape and circumscribe a 
circle around it.  Take the tangents to the circle at the vertices of the rectangle and let them form 
the triangular top and bottom of the hexagon.  This results in the smallest heliostat that will give 
100% coverage.  Figure 29 shows this relationship. 

 
Figure 29 

Proportions of a Heliostat that will Achieve 100% Ground Coverage [52] 

An infinite combination of heliostat proportions is possible and shown in Figure 30.  Any 
combination of ratios above the line will result in a hexagon that will give 100% ground 
coverage [52]. 
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Figure 30 

The length d relative to the width b of hexagonal heliostats [52] 

3.8. LAND REQUIREMENTS 
The land area required for a solar collector is dependent on location and the type of 
supplementary electrical generation. The size of the collector field is inversely proportional to 
the light intensity and the efficiency of the solar-electric generation equipment.  This can be seen 
in Table 1 where the land requirement is the highest for the lowest solar intensity (Alberta) and 
the less efficient electrical generation system (PV) and vice versa.  Table 1 summarizes the 
design requirements for four cases for the PBR system.  The table summarizes the total heliostat 
area, number of heliostats and costs given the upper and lower bound projected costs. 

Table 1 
Area requirement for heliostats field and cost estimate for different region  

Location Alberta South West 
Electric Generation PV CCLC PV CCLC 

Heliostat Area 164 km2 90 km2 68 km2 37 km2

# of Heliostats 1.1 x 106 6.1 x 105 4.6 x 105 2.5 x 105

@ $70/m2 $11.5 billion $6.30 
billion 

$4.76 
billion 

$2.59 
billion 

@ $106/m2 $17.4 billion $9.54 billion $7.21 billion $3.92 billion 

3.8.1. Design Summary 
The design is a collector field of a MTSA of extremely closely spaced heliostats with mirror, 
made of ultra thin glass of about 3-4mm thickness. The glass is a di-electric silver coated mirror.   
It has a drive-azimuth, drive elevation, structural steel pedestal, and a digital computer control to 
rotate the reflectors so that the sun reflects to the tower. Also, the field is designed with multi 
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towers such that 9 of the towers (shown in black spots) collect light and send into the bioreactor 
while the other six towers (orange spots) are for the collection of sunlight to be used during peak 
hours/when the bioreactors are saturated with light. 

 
Figure 31 

Plan view of the collector field showing the field cells 

3.9. COST AND FEASIBILITY STUDY – PBR SYSTEM 

3.9.1. Current and Future Market Conditions 
The focus of the investigation was to develop a conceptual design for the sequestration of CO2 
through biological fixation.  Much of the feasibility of this type of design will depend on the 
current and future price and market for microalgae biomass.  The process investigated will 
produce roughly 1.3 million tons dry weight of biomass annually.  The market for biomass was 
approximately 5 kt/year in 2004 [53].  However, the microalgae biomass market has been 
growing by 20-30% annually and shows no signs of slowing down as can be seen in Figure 32.  
At this rate, the biomass market could be large enough to support a few such plants in 25 years. 
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Figure 32 

World Production of Spirulina biomass between 1975 and 1999 [53] 

The microalgal biomass market is growing at unprecedented rates because it has been discovered 
that many substances within miroalgae such as Sirulina and Chlorella have very positive health 
impacts for both humans and animals [53].  It has been estimated that microalgae in the form of 
processed and unprocessed foods as well as health supplements could consist of as much as 20% 
of the human food market within the next few years [53].  Of the significant health benefits, the 
autoimmune strengthening has been the largest consideration [53].  There are also very 
significant markets developing in animal and fish feed within farming applications because the 
microalgae represent a safe protein supplement [53].  It is likely that this market will see 
significant growth as many countries outlaw the use of animal meals in feed stocks.  The proteins 
in microalgae have been shown to be acceptable substitutes for animal meals and have shown to 
have the same autoimmune benefits for livestock [53].  The fears of diseases such as avian flue, 
bovine and ovine encephalitis, and mad cow disease will likely further the market as the diseases 
can be transmitted from one animal to another in the use of processed animal meals. 

The biomass market will have to drive the need for such a plant because photosynthesis is not 
efficient enough to be competitive with other light to electrical technologies such as photovoltaic 
cells and solar-thermo technology.  Currently, photosynthesis can only make use of 10% of total 
solar irradiance.  If the biomass is then burned in a power plant to produce electricity at 30% to 
40% efficiency, the net solar utilization would be between 3% and 4%.  This is much lower than 
competing and existing solar to electrical technologies.  The high capital cost for generating 
biomass is not justified if the intention is to use the biomass for fuel to generate electricity 

That said the biomass production costs for this type of system are significantly lower than 
existing technologies.  Current technologies can produce biomass between $50/kg and $150/kg 
($45,000 and $136,000/ton) [53].  As seen in the discussion to follow, the biomass production 
costs could be as low as $4,371/ton.  This represents a huge financial opportunity. 
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Because most of the costs involved scale directly with surface area (the size of the collector and 
the illumination plate area), the design could be fully modular and adjusted by parallel 
processing methods to any scale.  Furthermore, the production costs from the current study 
would not be expected to rise significantly until the scale was reduced to at least 1/36 of the 
proposed size.  This is due to the maximum practical volume of the bioreactors which is around 
30,000m3.  The current design calls for 36 such reactors operating in parallel.  A 1/36th scale 
represents a CO2 sequestration rate of 62 kt/year, and a biomass production rate of 36 kt/year.  
Certainly, the production cost will be higher for lower scales because the size and cost of 
supporting equipment scales inversely with production volume.  However, there is a great deal of 
room for production costs to rise at current market prices.  It would be reasonable to expect that 
1/10th of the current market (0.5 kt biomass/year) could be supplied by the proposed method for a 
cost that is far less than $45,000/ton algal biomass.  Thus this design is feasible under current 
market conditions and could be a significant technology for CO2 sequestration as the market 
expands. 

3.9.2. Sequestration Using PBR and PV 
The fixed capital investment for CO2 Sequestration using the PBR system and PV generation 
have been estimated to be close to $35.2 billion installed (See Appendix D for full capital 
estimation calculations).  The break even biomass sale price would be $8,375/ton.  This is based 
on a $35.2 billion fixed capital investment, a $100 million land cost, a 42% taxation rate, a 
6.50% interest rate, a salvage value of $3.5 billion, a utility cost of $100,000/year, an operating 
labor expense of $900,000/year, a biomass production rate of 147.6 ton/h, a carbon dioxide credit 
of $5/ton at 267 ton/hr, a nutrient rich water cost of $0.99/ton at 60 ton/hr, a 20 year plant life, a 
3 year construction period, and 10 year MARCS discounted depreciation rate. 

Under the same conditions, a biomass selling price of $12,680/ton would yield a return on 
investment (ROI) of 15%.  This price would yield a net present value of approximately $29.4 
billion and a pay back period of 6.2 years.  Figure 33 illustrates the cash flow analysis for this 
condition. 
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Figure 33 

Cash Flow Diagram for 15% Discounted ROI for PBR with PV 

3.9.3. Sequestration using PBR and CCLC 
The fixed capital investment for CO2 Sequestration using the PBR system and CCLC generation 
have been estimated to be close to $18.4 billion installed (See Appendix D for full capital 
estimation calculations).  The break even biomass sale price would be $4,371/ton.  This is based 
on a $18.4 billion fixed capital investment, a $100 million land cost, a 42% taxation rate, a 
6.50% interest rate, a salvage value of $3.5 billion, a utility cost of $100,000/year, an operating 
labor expense of $900,000/year, a biomass production rate of 147.6 ton/h, a carbon dioxide credit 
of $5/ton at 267 ton/hr, a nutrient rich water cost of $0.99/ton at 60 ton/hr, a 20 year plant life, a 
3 year construction period, and 10 year MARCS discounted depreciation rate. 

Under the same conditions, a biomass selling price of $6,627/ton would yield a return on 
investment of 15%.  This price would yield a net present value of approximately $15.4 billion 
and a pay back period of 6.2 years. 

4. RECOMMENDED SEQUESTRATION SYSTEM AND DESIGN 
Even though the PBR system has been shown to be viable and potentially profitable under 
current market conditions, the market for algal biomass is not currently large enough to support a 
significant sequestration effort.   It is because of this and the sequestration scale of the project 
that the final design recommendation shall consist of deep saline injection only until such point 
that the market conditions can support a larger scale PBR system.   
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5. PART IV: DEEP SALINE AQUIFER INJECTION 

5.1. TEST CASE: VIKING AQUIFER 
The Alberta Basin in western Canada is a typical mature continental sedimentary basin with 
excellent hydrocarbon potential and large oil and gas fields that is a major North American 
energy producer. Overall, more than 320,000 wells have been drilled in the basin to date, 
distributed over most of the basin area, which covers more than 900,000 km2 [54].  Extensive 
records surrounding drilling explorations represent an unparalleled opportunity for basin scale 
characterization, and the Alberta Geological Survey maintains a large databank of in situ 
characteristics.  As such, the basin represents an excellent test case to examine CO2 storage 
potential.  The primarily brine saturated Viking formation within the Alberta Basin will serve as 
an example for the brine injection design presented below. 

The Viking Formation represents a wedge-shaped interval that was deposited mostly as coarse 
clastics (sands) in a marine environment during Early Cretaceous. The formation is deepest along 
its western boundary, where it is more than 3,000 m in depth, and slopes upward toward the 
northeast, eventually cropping out along its northeastern boundary (Figure 34). The Viking 
Formation consists mostly of sandstones, except for the northwestern part where shales dominate. 
The sandstones of the Viking Formation are saturated with saline water, forming an aquifer [54, 
55]. The stratigraghy of Alberta basin is shown in Figure 35. 

 
Figure 34 

Depth isolines for the Viking formation.  Depth (m) is to top of formation.  Image modified from Bachu et al. [56] 
and Alberta Geological Survey 

To date, more than 200,000 wells have been drilled through the Viking Formation. Therefore, 
while the Viking aquifer has good capacity for CO2 storage, is mature and tectonically stable 
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[56], and is accessible from most locations in the basin, it also has potential for CO2 leakage 
along the many wells that have been drilled into or through the formation. The wells are 
distributed over most of the 468,000 km2 area, giving an overall average well density of 1 well 
every 2 km2. Over half of all wells that penetrate the Viking aquifer are classified as abandoned 
wells [54].  This concern will be addressed in detail below. 

5.2. TRAPPING MECHANISMS AND SEQUESTRATION CAPACITY 
Upon injection into saline aquifers, CO2 may be stored by one or more of three processes, 
hydrodynamic trapping, solubility trapping, or mineral trapping [7]. The most critical concern of 
hydrodynamic trapping is the potential for CO2 leakage through imperfect confinement. 
Solubility trapping is not subject to buoyancy and is therefore less likely to leak. In mineral 
trapping, CO2 is stored for very long periods by conversion into carbonate. Solubility and 
mineral trapping are the most important long term solutions to CO2 sequestration in geologic 
media [29], while hydrodynamic trapping represents the crucial short term step in the trapping 
process, as CO2 must remain hydrodynamically trapped for sufficient time to allow the other 
processes to take hold.   

 
Figure 35 

Alberta Basin Stratigraphy [57] 

5.2.1. Hydrodynamic Trapping 
Crucial to all mechanisms of CO2 capture in a reservoir system is the ability of the reservoir to 
maintain the injected volume of CO2 for a sufficient residence time for other mechanisms to 
succeed (hydrodynamic trapping).  Hydrodynamic trapping may occur via the existence of a 
slow transport gradient over a long distance or via structural traps which may serve to coral the 
CO2 and prevent migration.  In either case, caprock integrity is of primary interest to prevent 
leakage over an extended period of time.  Accurate prediction of the hydrodynamic behavior of 
CO2 is a complex venture into many critical parameters, and numerical modeling is often 
required.  A detailed numerical modeling analysis has been conducted for this purpose, and is 
presented later in this report. 
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5.2.2. Solubility Trapping 
Additional confidence in storage integrity is achieved by the eventual diffusion of CO2 into the 
aqueous system, or solubility trapping.  Solubility determination of CO2 in a solvent may be 
accomplished via the combination of an equation of state (EOS) module, for phase distribution 
and fugacity determination, and a solubility model, such as the Krichevsky-Kasarnovsky (KK) 
equation [58].  A determination such as this applies only to CO2 solubility in pure water, and 
thus must be corrected for ionic behavior intrinsic to a brine system. Such a relation, valid from 
298-533K and 5-85MPa, was empirically provided by Enick and Klara [58], 

 2 2 2 2 2(1.0 4.893414 10 0.1302838 10 0.1871199 10CO CO
b p

4 3X X S S− −= − × + × + × S−  (10) 

for salinity, S, in mass fraction, and where the subscripts below the aqueous mole fraction of 
CO2, 2COX , refer to brine and pure water.  Additional correction must also be utilized for brine 
density under high temperature and pressure, and density alteration of brine due to CO2 diffusion 
into the system.  The entire sequence of determinations needed to calculate CO2 solubility by the 
above mechanism is provided in Appendix E.  This sequence was utilized to produce (Figure 36), 
where calculated CO2 solubility in pure water, by use of the Peng-Robinson (PR) EOS (see 
Appendix E) and the KK equation, is compared to experimental values from Spycher et al. [59],.  
With closely matching values, the procedure is thus verified and may be extended empirically to 
the case of saline water via Eq. (10).  The results are presented in Figure 36, and illustrate strong 
dependence of CO2 solubility on state parameters and salinity, and, therefore, the need for such 
considerations to accurately predict CO2 tendency under reservoir conditions. 

 
Figure 36 

Impact on CO2 solubility from, Top: pressure on isothermal bounds and Bottom: depth (pressure and temperature) 
on salinity bounds.  Solid lines represent computer simulated results produced from Peng-Robinson equation of state 

and full procedure outlined in Attachment I.  Data points on (a) were compiled in Spycher, et al. [59] 

Applying this procedure to the Viking formation with average reservoir parameters (Table 2) 
resulted in an estimated CO2 sequestration capacity in soluble form of 102 Gt.  Through 
examination of similar form, Bachu and Adams [56] estimated a capacity of 106.6 Gt CO2 for 
the portion of Viking suitable for sequestration.  Assuming a 500MW power plant outputs 4.65 
Mt CO2 per year, this sequestration capacity (102 Gt) is sufficient to sustain injection from 100 
such plants for 227 years.  Such a solubility capacity is sufficient for the purposes herein, 
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although contribution to capacity estimates from mineralization must be considered, in addition 
to hydrodynamic considerations that will govern the length of time CO2 may be safely stored as 
the pure phase slowly diffuses into the system for solubility and mineral trapping. 

Table 2 
Average characteristics of Viking formation used in  

solubility estimations (e.g. [14, 56, 60]) 

Parameter Assigned Value 

Depth, m 2000 

Temperature, deg C 55 

Pressure, MPa 20 

Salinity, g/l 70 

Plan view area, km2 400,000 

Thickness, m 30 

Porosity 0.2 

5.2.3. Mineral Trapping and Capacity 
Mineral trapping, as has been stated before, is a long term storage mechanism. The mechanism 
as described by Ortoleva et al. [61] is that CO2 first dissolves in water to produce the weak 
carbonic acid, 

 . (11) 2(g) 2 2 3CO  + H O  H CO

This is followed by rapid dissolution of carbonic acid to for the bicarbonate ion which increases 
the acidity of the solution, 

 +
2 3 3H CO   H  + HCO − . (12) 

This leads to the dissolution of many of the primary host rock minerals, which in turn causes 
complexing of dissolved cations with the bicarbonate ions such as  

 . (13) +
2 3Ca  + HCO   CaHCO− +

3

These dissolved bicarbonate species react with divalent cations to precipitate carbonate minerals 
and the formation of Ca, Mg, and Fe(II) carbonates are expected to be the primary means by 
which the CO2 is immobilized [62] as is shown through the following equations: 
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  (14) +
3HCO  + Ca2   CaCO  + H− +

3(s)

+

+

  (15) +
3 2 3(s)HCO + Mg   MgCO + H−

 . (16) +
3 2 3(s)HCO  + Fe   FeCO + H−

Mineral trapping is potentially attractive because it could immobilize CO2 for very long periods 
of time[63]. Apart from these precipitation reactions, dissolution of alkaline aluminosilicate 
minerals by CO2 will also increase the concentration of soluble carbonates and bicarbonates in 
solution, thereby enhancing solubility trapping. 

The mineralization capacity of CO2 in the geologic medium was determined based on the 
following considerations: a) redox processes that could be important in deep subsurface 
environments, b) the kinetics of chemical interactions between the host rock minerals and the 
aqueous phase, and c) CO2 solubility dependence on pressure, temperature and salinity of the 
system. The mineralogy taken into consideration for this study represents general characteristics 
of the Viking formation.  Framework grain-size ranges in diameter from 0.125 to 0.5 mm, while 
the clays and carbonates average about 0.008 mm in diameter. The formation water chemistry 
(mg/l) is Na: 28,800; K: 690; Ca: 2970; Mg: 578; HCO3: 198; Cl: 51,600; SO4: 366 and pH: 7.2 
[64]. 

The equation that governs the rate of mineral dissolution [65] and precipitation is given by, 

 sgn log 1
n

m m
m m m

mm

Q Qr k A KK

μ⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞= − −⎜ ⎟⎢ ⎥⎜ ⎟ ⎢ ⎥⎝ ⎠⎢ ⎥⎝ ⎠ ⎣ ⎦⎣ ⎦
, (17) 

where m is the mineral index, rm is the dissolution/precipitation rate (positive values indicate 
dissolution and negative values precipitation), Am is the specific reactive surface area per kg H2O, 
km is the rate constant (moles per unit mineral surface area and unit time) which is temperature 
dependent, Km is the equilibrium constant for mineral water reaction written for one mole of 
mineral m, Qm is the ion activity product, the parameters μ and η are two positive numbers 
normally determined by experiment and are usually but not always taken equal to unity (as in the 
present work). The expression “sgn(log (Q/K))” ensures that the correct sign is enforced when 
the exponents μ and η are not equal to one.  

The mineralization was then modeled using TOUGHREACT and the changes in the volume 
fractions of the minerals were determined and based on the results obtained the capacity of 
sequestration of the medium was calculated to be roughly around 1.6 kg CO2 per m3. Figure 37 is 
the mineralization behavior of Calcite (CaCO3) and Siderite (FeCO3), both carbonates that aid in 
trapping of CO2. A more detailed explanation of the method of calculation is described in 
Appendix F. 

With design goals to enhance and optimize the process of sequestering CO2 from the 500 MW 
power plant, the ability of brackish waters to sequester a greater volume of CO2 in soluble form 
than brines [66] is of importance to design considerations.  Brackish waters differ from brines in 
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the sense that they have lower total dissolved solids (TDS < 10,000 mg/l) as compared to brines 
(TDS 10,000 – 100,000 mg/l) [67]. The higher salt concentrations lead to the salting out effect  
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Figure 37 

Change in mineral abundance for two of the minerals (negative values indicate dissolution and positive 
precipitation) after 50 years. Note that the scales of abundance are different for the four figures 

resulting in lesser sequestration capacity of the CO2 in the medium.  Thus it is proposed to 
determine an area of the aquifer where the salt concentration is relatively lower and inject in that 
part of the formation.  This possibility will be investigated as injection scenario 2 below. 

5.3. AQUIFER INTEGRITY AND LEAKAGE 
A crucial aspect of geologic sequestration is the leakage potential of CO2 out of the target 
formation. From a global perspective, leakage of CO2 from reservoirs would make CO2 
sequestration less effective, or even ineffective as mitigation option (depending on the leakage 
rate). The crucial question is what leakage rates are acceptable to assure stabilization of 
atmospheric greenhouse concentrations in the coming century is not endangered [68]. 

Leakage can occur through the seal or the cap rock on top of the storage aquifer, it may also 
occur through a faulted zone, especially when the fault covers all the geological layers from the 
surface to the basement rock. Furthermore, leakage could occur through abandoned wells. 
Abandoned wells may act as a bypass to the atmosphere if these were not sealed properly. 
Catastrophic leakage is unlikely for CO2 injected into deep saline aquifers and probably would 
occur only as a result of a blowout of an injection well or existing well in the vicinity, or a 
seismic disturbance [7], although the tectonically stable nature of the Viking formation [56] does 
not favor such an occurrence. 

5.3.1. Caprock Integrity 
A seal or a caprock is a geological formation capable of hydraulic sealing over geological time 
that will maintain it is sealing properties despite of geomechanical, geochemical, and 
hydrogeological changes [7]. It is typically a rock of low permeability that serves as a physical 
barrier to fluid migration. The permeability of the cap rock is typically in the range of micro-
Darcy (μD) or less, as a result of small grain size and small pore diameters. The tiny pore throats 
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impede multi-phase fluid flow due to capillary forces trapping subjacent fluids at some finite 
upward (buoyant) pressure [69].  The potential for leakage depends on well and caprock (seal) 
integrity, overburden integrity and the trapping mechanism. 

Leakage through the top seal can basically occur by three processes: 1) Diffusion through the 
pore system, 2) capillary transport through the pore system, and 3) multiphase migration through 
a micro- fracture network, or by a combination of any of these [70].  Diffusion of CO2 dissolved 
in saline water is, however, a very slow process and results in very low leakage rates.  Capillary 
transport of CO2 through the pore system of the seal requires that CO2 exist as a separate (non-
dissolved) phase that can enter and traverses the pore space of the seal formation, under the force 
of buoyancy of the pure phase CO2. In addition, a reservoir over-pressure due to reservoir fluid 
compression caused by the injection can constitute a driving force for capillary transport [71]. 
Multiphase migration through microfracture network in the seal formation, however, can be a 
highly efficient leakage process, provided the network has a high permeability and connectivity 
[71]. 

The Effect of Faulting 
A fault is a surface at which strata are no longer continuous, but displaced. The effects of faults 
on fluid flow range from 1) prevention (barrier), through 2) little or none, to 3) enhancement 
(conduit). Because fracture porosity and resulting permeability are much higher in the damage 
zone than in the relatively unfractured country rock adjacent to it, fluid flow parallel to the fault 
is enhanced. Flow parallel to the fault is also enhanced by the presence of fractures within the 
fault rock, which tend to align parallel or sub-parallel to the displacement vector of the fault [72].  
While the Viking formation is generally regarded as being geologically favorable for high 
integrity storage [56], any CO2 injection scenario must incorporate a monitoring system to ensure 
capping integrity.  Such a monitoring system is discussed below.  

Quantification of Caprock Leakage 
Multiphase flow through a caprock can be expressed by Darcy flow. The governing equation is, 

 kkrA ghQleak
z
ρ

μ
Δ

=
Δ

, (18) 

where, Q is leakage rate through the caprock, k is absolute permeability of the caprock, kr is the 
relative permeability of CO2, A is the cross sectional area, µ is CO2 viscosity, g is the gravity 
acceleration, Dρ is the density difference between water and CO2, and h is the height of CO2 
column.  The estimated leakage rate per the above relation, with a caprock permeability of 

m1810− 2, relative permeability of 0.3, properties of CO2 at reservoir conditions of injection 
scenario 2 in the design case presented below, and a cross sectional area determined through the 
numerical modeling procedure (see Injection Modeling section below) to be a circular area of 
radius 2000m for 50 years of injection and with a factor of safety, is kg/s.  Taking into 
consideration that the rate of injection of CO

21.24 10−×
2 into the aquifer is 155.5 kg/s, the leakage 

percentage is less than 0.01 % of total injected volume.  
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5.3.2. Well Bore Integrity 
Crucial to leakage analysis is the contribution of CO2 leakage through or along wells.  CO2 
leakage through or along wells after the injection phase can be caused by casing or cementation 
defects due to improper design or construction, or corrosion of the casing and deterioration of 
cement plugs by CO2 and/or brine [73].  Abandoned wells can be especially important migration 
pathways, since depleted oil/gas reservoirs are generally “punctured” by a large number of non-
operative exploration and production wells, some of them in bad condition. It is uncertain how 
the well bore integrity (and especially the cement) is affected by CO2 and brine considering a 
storage time scale of 100’s to 1000’s of years. Degradation may affect permeability of cement, 
which might increase leakage rates in time [73].  The potential for upward leakage is enhanced 
by CO2 buoyancy where the pure phase is lighter than formation water [74]. 

The abandoned well leakage of CO2 can occur via any of several possible pathways along a well: 
1) In annular or degraded spaces between cement and the rock, or 2) between the cement and the 
casing, or 3) through the cement itself if it is damaged by chemical reactions or mechanical 
fracturing [54] (Figure 38).  In order to assess potential leakage of a certain reservoir, detailed 
information must be available on the number, type and age of wells, completion technique and 
type of materials used [73].  

 
Figure 38 

52



Potential  leakages pathways through a well [54] 

Quantification of Leakage from Abandoned Wells 
Leakage through abandoned wells has been assumed to occur through pathways of degraded well 
cements or through very thin annular openings or fractures such that the multiphase version of 
Darcy’s law is applicable.  For flow between a layer of the formation l and its neighbor layer 
(above), l+1, the expression for volumetric flow rate is [75], 

 ( )2 1l l
well well

l

p pQ r k
Dα απ λ ρ

+

+
⎛ ⎞−

= − +⎜⎜
⎝ ⎠

gα ⎟⎟ , (19) 

where, Qα is the volumetric flow (leakage) rate of fluid α in the well,  rwell is the effective well 
radius, kwell denotes the effective intrinsic permeability of the leaky well, pl+1 and pl are the 
pressures in the upper and lower layers, respectively; and 

l
D +  is the vertical distance (aquitard 

thickness) between the two layers, and  λα is  the mobility of CO2 in at aquifer conditions. 

The estimated leakage through one well is 33.8 10−×  kg/s, assuming that 100 wells exist in the 
2000m radius injection influenced area, including the 10 injection wells, the annual leakage rate 
will be kg. 71.2 10× Figure 39 shows the rate of leakage as a function of well number, and the 
leakage percentage assuming 1 well per 2 km2 is 0.26%, which is within the acceptable range 
based on many studies that indicate the maximum acceptable leakage rate is 1% [75] 
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Figure 39 

Leakage rate through wells 
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5.4. CHEMICAL CHANGES DURING INJECTION 
As a result of the precipitation and dissolution of the minerals mentioned above there are various 
changes that take place. The precipitation of some of minerals like calcite (CaCO3) and siderite 
(FeCO3) as shown in Figure 37 lead to the trapping of the CO2 whereas the changes in others like 
alkaline aluminosilicate minerals shown in Figure 40 effect the concentration of soluble 
carbonates and bicarbonates in solution and may thereby enhance the “solubility trapping” [67]. 
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Figure 40 

Change in mineral abundance (negative values indicate dissolution and positive precipitation) after 50 years.  

The CO2 plume migrates only till around 1500m during the period of 50 years for which we 
performed the study and it is observed that mineral abundance does not change after a distance of 
around 2000m. It was seen that there is no significant change in the porosity or the permeability 
of the medium as shown in Figure 48. The pH did not vary much as well. Hence the medium 
does not undergo considerable chemical degradation and thereby should not be a major concern 
for leakage by such means. 
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5.5. INJECTION MODELING 
A small number of studies have utilized numerical modeling in conjunction with kinetic rate 
laws to examine chemically reacting reservoir CO2 behavior [76-78].  Hydrodynamic behavior 
has also received numerical treatment [60, 79, 80], while the work of Rutqvist et al. [81] 
highlighted the combined influence of thermal, hydraulic, and mechanical interaction.  Currently, 
the task of coupling all above behaviors in a numerical scheme which includes a detailed 
mechanical response component in conjunction with chemical reverberation on transport 
phenomena has not been accomplished.  To a reasonable approximation, with the inclusion of 
sufficient factors of safety, predicting the two most crucial reservoir behaviors of 1) pressure 
build at well-bottom and 2) CO2 radial transport may be accomplished through thermal, 
hydraulic, and chemical (THC) modeling.   

Such a THC coupled numerical analyses may be targeted through several modeling apparatus.  
TOUGHREACT [82], a reactive flow addition to the pre-existing framework of TOUGH2 [83], 
provides a complex and thorough framework for kinetic and thermodynamic analyses of non-
isothermal, reactive flow conditions.  Flow simulation and thermodynamic capabilities of 
TOUGH2 have been thoroughly tested in the scientific community, and lend a well verified 
behavior to such analyses, while the reactive capability of TOUGHREACT has received 
considerable attention since its conception, and has behaved consistently in agreement with other 
reactive models [84].  In the realm of mechanical response, the inclusion of pore thermal 
expansivity (1/T) and pore expansivity (1/P) in TOUGHREACT may partially account for the 
mechanical response, to the extent that increasing pressure at well-bottom allows a calculated 
increase in near-well permeability. 

TOUGH2 and the TOUGHREACT extension simulate by an “integral finite difference” method, 
thereby maintaining separation from global coordinates and relying solely on interfacial area and 
connection distance between nodes located at the center of each grid block.  Fully implicit 
transient behavior is implemented in a first-order, backward finite difference scheme with 
upstream weighting of the flux terms.  A multiphase extension of Darcy’s law describes fluid 
advection, while diffusive mass transport is allowed in all of three possible phases utilizing the 
full diffusion tensor, and thermal transport is described through conduction and convection.  Of 
the several possible solvers provided in TOUGHREACT, the stabilized bi-conjugate gradient 
solver achieved the greatest reliability in convergence, and was used in all subsequent 
simulations. 

Thermodynamic modeling for the analyses below utilized the ECO2 equation of state module, a 
combination of the previous state modules of EOS2, for CO2 and water co-existence, and 
EWASG, incorporating water, NaCl, and a non-condensable gas and allowing precipitation and 
dissolution with optional permeability and porosity change.  CO2 dissolution is modeled with an 
extended version of Henry’s law including an EOS determined fugacity coefficient and a 
Poynting correction factor, and component activities are modeled using an extended Debye-
Huckel relation, valid to 100,000 mg/l salinity.  Vapor pressure lowering is also accommodated, 
but was not utilized herein.  Geochemical reactions utilize the common EQ3/6 database and all 
considerations are valid at any pH and Eh.  In the interest of brevity, the governing equations 
will not be described here.  For a detailed analysis, the authors refer you to Pruess et al. [83] and 
Xu et al. [78].   
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5.5.1. Possible Injection Scenarios in Viking 
Based upon commonly quoted gradients of 10 MPa/km and 25oC/km for pressure and 
temperature, respectively, CO2 can be expected to reach supercritical state, an ideal situation for 
maximum storage of high density CO2, at a depth near 800m per the thermophysical properties 
discussed above.  However, gradients in a specific location can differ widely from these assumed 
values [14], as is the case for the Viking formation.  To achieve sufficient hydrodynamic 
residence time for CO2 to become soluble and, thus, achieve a higher state of storage confidence, 
the injection point must allow the CO2 to: 1) travel at a sufficiently slow pace to not reach a 
portion of the aquifer where it may transition to a gaseous phase or leak directly to the surface or 
2) be directed into a structural trap where migration is no longer a concern and the caprock is 
sufficiently impermeable to ensure minimal leakage.  Each of these two scenarios is examined in 
detail herein. 

Two specific injection scenarios are illustrated in Figure 41 and Figure 42.  From these figures, 
injection values for each scenario are summarized in Table 3, where Scenario 1 represents the 
case of a continual advancement of CO2 up-gradient and Scenario 2 presents the possibility of 
entrapment beneath a structural oddity as deciphered in Figure 43. 

Table 3 
Aquifer characteristics at conditions of Injection Scenarios 1 and 2 

Comparison Variable Injection Scenario 1 Injection Scenario 2 
Depth, m 2000 800 

Temperature, deg C 70 23 
Pressure, MPa 12 6.5 

Salinity, g/l 25 20 
Porosity 0.1 0.2 

Permeability, m2 (from Gasda [60]) 145 10−×  131.9 10−×  
Thickness, m 30 70 

5.5.2. Number of Required Injection Wells 
In its current state, modeling of CO2 behavior in saline reservoirs has been limited to the 
examination of mineral precipitation/dissolution and hydrodynamic transport from the basis of 
full injection from a single injection well [e.g. 60, 77, 79, 82, 85, 86].  While important 
conclusions may be drawn from such an analysis, a realistic injection design will be limited by 
the amount of injective pressure an aquifer may sustain prior to hydraulic fracturing (which 
would be sustained and propagated throughout the injection period with constant pressure at such 
a value).  Preliminary economic analyses [2] have assumed a standard pressure capacity of 9-
18% above in situ pressure, leading to an estimation of the required number of injection wells for 
a given flow rate through a recast of Darcy’s Law as [2], 

 2
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s e
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r
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pρ π
ρ

μ
= ×

⎛ ⎞
⎜ ⎟
⎝ ⎠

× Δ , (20) 

to determine the maximum flow rate per well, q (m3/s), with dependence on gas density (kg/m3) 
at reservoir conditions, ρr, and ambient conditions, ρs, reservoir thickness, h (m), permeability, k 
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(m2), gas viscosity under reservoir conditions, μ (Pa.s), logarithmic ratio between well radius, rw, 
and the radius of the cone of influence, re, and the pressure difference between well-bottom and 
the in situ reservoir pressure (Pa), which, as stated above, is taken as 9-18% of in situ pressure. 

    

    
Figure 41 

Isopleth maps of Viking formation for (left to right and top down) 1) Depth to top of formation (m), 2) porosity, 3)  
thickness (m), and 4) pressure (MPa).  Two possible injection scenarios are circled generally with red-dashed 

ellipse, and partial structural traps are highlighted in green circles.  Images are modified from Bachu et al. [87] and 
Alberta Geological Survey 
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.  
Figure 42 

Isopleths of Viking formation for (left to right) 1) salinity (g/l) and 2) temperature (deg C). Symbolism is identical to 
Figure 41.  Images modified from Bachu et al. [56] and Alberta Geological Survey. 

The logarithmic ratio is typically assigned a value of 7.5 [2], equating to radius of influence near 
2000m [88].  However, the inclusion of gas density under standard conditions is self-defeating 
for our purposes, where mass flow rate at well-bottom is a more desirable outcome, and has been 
omitted from the calculations below. 

The above relation, Eq. (20), should be used with great caution, however, as the radius of 
influence is highly dependent on injection rate, for which the equation is forward calculating, and 
the assumption of 9-18% pressure capacity is highly generalized.  Results from this calculation 
herein were used merely to provide an initial estimate of well number, thereby decreasing the 
number of numerical modeling attempts required to locate the optimum conditions.  From Eq. 
(20) and the parameters of Table 3, the estimated number of wells is 17 for the 2000m injection 
scenario (assuming the worst case of 9% above in situ pressure) and 2 for the 800m injection 
scenario. 

 
Figure 43 

Injection scenario 2 depth isopleths from 
Figure 41 rotated to show cross section of formation.  Approximate structural trap is 100km in diameter and 

achieves a trapping indention of approximately 40m.   
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A more accurate analysis of these considerations necessitates an evaluation of the state of stress 
within the reservoir and numerical treatment of the pressure build surrounding the injection.  
These extensions are discussed below. 

5.5.3. State of Aquifer Stress and Maximum Injection Pressure 
Determining the stress distribution and pressure capacity of the aquifer begins by locating a 
representative stress/depth profile.  Measured stress data has been previously compiled to 
provide a representative correlation between vertical and horizontal stress at depth (Figure 44).  
From Figure 44, a worst case stress ratio, occurring when the difference between vertical and 
horizontal stress reaches a maximum, may be extracted as the left-most dashed line.  In further 
calculations, this worst case ratio was taken to be 0.48. 

 
Figure 44 

Variation with depth below ground surface of 1) measured in situ vertical stress pzz and 2) ratio, k, of average 
measured horizontal stresses to vertical stress [88, 89]. 

In an ideal scenario, hydraulic fracturing will not occur until reservoir pressure climbs above the 
minimum principle stress (in this case the horizontal stress), at which point fracturing will 
propagate perpendicular to that stress.  However, failure may also occur prior to reaching this 
pressure, as governed by a failure envelope described by Mohr’s circle Figure 45.  At the critical 
failure angle, β, the effective stress, ' pσ σ α= + , for total stress, σ, Biot modulus, α, and 
pressure, p, may be related as, 1 3' ' Nσ σ=  for the factor of safety, 

 1 sin
1 sin

N φ
φ

+
=

−
. (21) 

Rearranging these relations yields, 

 1
max 1
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N

3σ σ−
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−
, (22) 
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Figure 45 

Mohr’s circle (left) and physical representation (right) of critical angle of failure, β, as a function of friction angle, 
φ , and the principle stresses, σ1 and σ3.  Mohr circle is shifted by the presence of pore pressure. 

for the worst case failure pressure.  Applying the parameters as discussed above for the worst 
case minimum principle stress, a friction angle of 30o, and parameters from Table 3 yields a safe, 
worst case failure pressure of 15.2 MPa at 2000m depth and 8.4MPa at 800m depth.  With a 
comfortable value for failure pressure, the number of required injection wells may then be 
attained through numerical modeling of injection activities. 

5.5.4. Numerical Modeling of Pressure Generation 
Meshing was designed for the current problem on a one-dimensional, radial geometry extending 
from a well radius of 0.2m (4in) to 100,000m at radial extent, which is well beyond a distance 
where injection influence would be felt in the system design life (see results below).  One 
dimensional radial modeling allows verification via the existence of the similarity variable, 2 /R t  
[79, 90], as will be illustrated.  The generalized geometry is illustrated in Figure 46, where the 
illustrated conditions are for the case of 800m depth injection.   

 
Figure 46 

One dimensional radial geometry utilized in further simulations.  Conditions shown are for the 800m injection depth 
scenario. 

60



Scenarios of injection rate were examined by splitting the 155.5 kg/s power plant output (see 
above) into possible fractions in the range estimated by Eq. (20) above and for each injection 
depth scenario.  The minimum number of wells that could be utilized without exceeding 
maximum aquifer pressure (see State of Aquifer Stress and Maximum Injection Pressure) was 
then adopted for future analyses.  Results of the pressure analysis are shown in Figure 47. 

Figure 47 illustrates the analysis for an 800m injection scenario utilizing 10 wells, where the 
pressure builds to approximately 8.1MPa, or slightly below the maximum (worst case) pressure 
of 8.4MPa.  Similar analysis of the 2000m injection scenario showed a pressure build to 15MPa, 
or slightly below the maximum (worst case) pressure of 15.2MPa for 16 wells.  To verify that 
permeability reduction near the well due to mineral precipitation would not alter this pressure 
build, an identical scenario was analyzed for chemical results. 

 
Figure 47 

Pressure analysis of injection for the 800m injection depth scenario versus radial distance from the well (left) and 
similarity variable (right).  Overlay of solution for all years is nearly indistinguishable for the similarity variable 

comparison, indicating valid advancement of the pressure front.  

5.5.5. Permeability Reduction 
Temporal changes in porosity and permeability due to mineral dissolution and precipitation can 
modify fluid flow. Changes in porosity can be calculated from the changes in the mineral volume 
fractions and a simple Kozeny-Carman grain model, which relates the porosity to the 
permeability as [86, 91], 

 
2 3

345 (1 )
oRk φ

φ
⎛ ⎞

= ⎜ −⎝ ⎠
⎟ , (23) 

where R0 is the initial spherical close pack radius. We can hence have the ratio of the 
permeability k to the initial permeability ko as, 
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where oφ  is the initial porosity. 
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As shown in Figure 48, for a period of a year there is not much change in the porosity and the 
change in the permeability is quite insignificant. After this, there is hardly any change observed. 

Behavior was modeled within a one-dimensional radial geometry, extending to 100km.  While 
density gradients resulting from changes in CO2 solubility and aqueous ions can be expected in a 
true scenario to increase mixing and behave slightly differently than a one-dimensional model, 
the extremely long time-scales over which the system must be modeled justifies its use when 
considering the natural spatial equilibrium that will occur over such scales.  Parameters of the 
model are presented in Table 1, where compositions and physical characteristics are average 
characteristics of the Viking formation, and the injection rate is representative of one-tenth of the 
output from a 500MW coal-fired power plant.  At the physical characteristic bounds of Viking,  
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Figure 48 

Change in porosity and permeability after 50 years. 

ten wells will be required to inject such an output due to stress gradients in the formation and the 
maximum pressure (25% above in situ) to avoid hydraulic fracturing.   

Results in Figure 4 are for 50 years of continuous injection.  The impact of such mineral 
precipitation/dissolution on physical properties of the aquifer are still not well understood, and 
general cubic permeability relations coupled with generalized porosity-permeability relationships 
are utilized in TOUGHREACT to predict transport changes due to such chemical behavior.  The 
generalized nature of these relations is sufficient in many cases, but may breakdown when 
mechanical stresses lead to pressure dissolution at contact points in aquifer soil grains 
(compaction and dissolution of soil) or when well-bottom pressures mechanically alter the soil 
matrix.  Such mechanical effects may only be sufficiently modeled within a comprehensive solid 
mechanics model.  Additionally, the development of constitutive relations specific to soil 
characteristics may be desired. 

5.5.6. Number of Injection Wells 
Because very little permeability reduction occurs due to mineral precipitation, the results attained 
above for pressure build remain valid.  Therefore, 10 wells will be required for the 800m 
injection depth scenario, while 16 wells are required at 2000m.  In addition to an increase in the 
number of wells, the well costs presented above show a dramatic difference between 800m and  
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Figure 49 

CO2 saturation of matrix with radial distance (left) and similarity variable (right) 

2000m, thereby indicating a dramatic cost reduction for the 800m scenario.  This scenario will be 
further investigated below to determine well layout and the likelihood for entrapment in the 
structural anticline at this location (Figure 43).  

5.5.7. CO2 Transport Extent 
Recalling the one-dimensional radial geometry from above, migration potential may be 
analyzedon an individual well basis for the ten injection wells.  Utilizing the same parameters as 
above, Figure 49 and Figure 50 show CO2 saturation and brine velocity, respectively.  Notably, 
at a simulation time of 25 years, gas phase migration has achieved a mere 1000m, while 50 years 
yields 1500m. 

Well spacing should be sufficient to prevent unacceptable interference of pure phase CO2 from 
one well with the next.  Pressure interference between wells, which is impossible to avoid given 
the large radial influence of pressure in Figure 47, is of less concern as long as the plane of 
symmetry between the wells (Figure 51) does not build sufficient pressure for the CO2 to migrate 
outside of the structural trap.   

 
Figure 50 

Brine velocity with radial distance (left) and similarity variable (right) 
Well Spacing 
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However, given the large distance required for escape from the trap (47km) when compared to 
CO2 transport distance from a single well (1500m at 50 years), this concern is negated.  
Therefore, the ideal situation is simply to minimize pressure interference while simultaneously 
minimizing well spacing, and thus pipeline cost.  The optimal situation here occurs at the CO2 
migration front (Figure 47 and Figure 48), where pressure achieves its lowest value prior to an 
expansive slow decline to large distances.  For a design life of 50 years, this distance is 
approximately 1500m.  From this minimum value, a well spacing of 2000m has been chosen to 
allow some cushion to this calculation. 

 
Figure 51 

Layout of 10 well injection within structural dome. 

5.6. COMPRESSION MODELING AND DESIGN 
Once the bottom well pressure and the arrangement was determined, the compression system 
was designed.  The design was completed using Aspen Plus.  Figure 52 is a process flow 
diagram for the compression system. Stream 100 comes from the IGCC power plant from the 
palladium filter.  It is delivered at 100oC and 10 atm.  It is assumed that the CO in the stream has 
been oxidized to CO2 before injection.  The thermodynamic parameters as well as the flow rates 
and compositions are available in Appendix G.  E100 is a counter flow heat exchanger with an 
area of 3,200m2 in which cooling water is used to cool the flue gas to 45oC.  In this process, a 
significant amount of water is condensed which is separated from the vapor in V100.  The vapor 
is then compressed in MC100, which is a multistage compressor.  MC100 consists of 4 
compressors with 3 inter stage coolers which cool and further condense water which leaves in 
the liquid knock out streams, 125 to 127.  The compressed flue gas is split in two and sent to the 
injection wells through streams 104 and 105.  Only half of the wells were modeled because the 
injection field is symmetrical.  The wells are separated by 2km as seen in Figure 51.  P100 to 
P105 are pipe headers that are carbon steel, schedule 80, and 24 inches diameter.  P100 is 1km 
long and P101 to P105 are 2km long.  Each well, W100 to W104, is 8 inch, stainless steel, 
schedule 40s pipe.  Each well takes 1/10th the compressed flue gas and has an elevation change 
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of -800m.  The system was designed such that the bottom well pressure is supplied between 8.13 
and 8.16 MPa.  Aspen Plus can model pressure changes due frictional losses and elevation 
changes for compressible fluids in pipes.  The well head pressure required was found to be 6.95 
MPa.  The associated compression energy is 24.1 MWe. 

 
Figure 52 

Process Flow Diagram for Compression and Injection System 

5.7. GENERAL WELL DESIGN 
The design of a CO2 injection well is very similar to that of a gas injection well in an oil field or 
natural gas storage project. Most downhole components need to be upgraded for higher pressure 
ratings and corrosion resistance. The technology for handling CO2 has already been developed 
for EOR operations and for the disposal of acid gas [92]. 

The injection wells function as conduits for moving supercritical CO2 fluid from the surface 
down into the deep saline aquifer. The well consists of three or more concentric casings exterior 
surface casing, intermediate protective casing, and injection tubing. The exterior surface casing 
is designed to protect underground sources of drinking water and to reduce corrosion potential by 
preventing water contact with the intermediate protective casing [93]. 

The intermediate protective casing extends from the surface into the injection zone and is 
cemented along is full length. The injection tubing extends from the surface into the top of the 
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injection zone. The injection tubing should be designed so as to be removable to facilitate well 
maintenance, if needed. The discharge end of the injection tubing is equipped with a backflow 
preventer to prevent CO2 escape in the event of a well casing failure [93]. Typical well design is 
shown in Figure 53. 

Injection wells commonly are equipped with two valves for well control, one for regular use and 
one reserved for safety shutoff. In acid gas injection wells, a downhole safety valve is 
incorporated in the tubing, so that if equipment fails at the surface, the well is automatically shut 
down to prevent back flow. A typical downhole configuration for an injection well includes a 
double-grip packer, an on-off tool and a downhole shutoff valve. Annular pressure monitors help 
detect leaks in packers and tubing, which is important for taking rapid corrective action. To 
prevent dangerous high-pressure buildup on surface equipment and avoid CO2 releases into the 
atmosphere, CO2 injection must be stopped as soon as leaks occur. Rupture disks and safety 
valves can be used to relieve built-up pressure [92].  All materials used in injection wells should 
be designed to anticipate peak volume, pressure and temperature. The use of corrosion-resistant 
material is essential. 

 
Figure 53 

Typical injection well design [93] 

5.8. PIPING CORROSION 
A common concern is that of corrosion and we have briefly tried to address the issue. We know 
that the overall corrosion reaction is: 
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  (25) 2 2 3 2Fe + CO  + H O  FeCO  + H  

At low temperatures of 22 °C like in our case at the point of injection, the end product or the 
FeCO3 formed is porous, dissolves continuously in the CO2 solution and will not inhibit further 
corrosion of the pipeline [94].  

The flow rate of the CO2 too has a role in the determination of the corrosion behavior observed 
as shown in Figure 54. Higher flow rates generally ensure that the time of contact of the pipeline 
with the water present in the stream is less and hence corrosion is less pronounced as compared 
to lower flow rates which result in higher contact times and hence higher corrosion rates.  

 
Figure 54 

Variation of the corrosion rate with the flow velocity in the pipeline [95] 

We have a flow rate of 11.09 m/s and hence this should considerably reduce the corrosion rate by 
reducing the water wetting time. 

5.9. DRILLING COSTS 
Drilling costs vary historically with the amount of competing activity at other projects and the 
availability of drilling rigs, and mainly related to the depth and diameter of the well as well as 
the properties of the rock formation [96].  The rock characteristics influence the initial well 
diameter, the number of casing strings needed and, thereby, the time required to drill the well. 
The chemistry of the brine determines the nature of the materials used in the well casing process; 
a corrosive geothermal fluid may require the use of resistant pipes and cement [96, 97]. 

The total average cost of per foot for drilling a well ranges between $217/ft and $254/ft [96, 97]. 
A $300/ft has been used in this study to be more conservative. 

The costs include material costs as casing, cement, and transportation to deliver materials to the 
drilling site. It also includes labor, materials, supplies, water, fuel, and power. Direct overhead 
charges are also included for operations, such as site preparation, road building, mobilization, 
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and demobilization and hauling costs [97].   In this study case assuming that amount that of CO2 
to inject is 4.65 MTon/year, which means 12.7 Kton/day. 

5.10. MONITORING AND VERIFICATION 
Monitoring and verification for geologic sequestration contains three components: modeling, 
plume tracking and leak detection [98].  While modeling has been examined above, monitoring 
aims to ensure and document effective injection well controls, also to verify the quantity of 
injected CO2 that has been stored by various mechanisms. Moreover it can be used to optimize 
the efficiency of the storage project and to demonstrate with appropriate monitoring techniques 
that CO2 remains contained in the intended storage formation(s).  In addition to that, monitoring 
can be used to detect leakage and provide an early warning of any seepage or leakage that might 
require mitigating action [92] . 

 
Figure 55 

Seismic image of CO2 stored in the Utsira sand at the Sleipner West field [99] 

Seismic techniques are an indirect technique for measuring CO2 distribution in the subsurface 
and measuring the properties of rocks by the speed of sound waves generated artificially or 
naturally.  Seismic techniques measure the velocity and energy absorption of waves, generated 
artificially or naturally, through rocks. The transmission is modified by the nature of the rock and 
its contained fluids. In general, energy waves are generated artificially by explosions or ground 
vibration. Wave generators and sensors may be on the surface or modified with the sensors in 
wells within the subsurface and the source on the surface [92].  

By taking a series of surveys over time, it is possible to trace the distribution of the CO2 in the 
reservoir, assuming the free-phase CO2 volume at the site is sufficiently high to identify from the 
processed data. A baseline survey with no CO2 present provides the basis against which 
comparisons can be made. It would appear that relatively low volumes of free-phase CO2 may be 
identified by these seismic techniques [92]. Beneath the CO2 plume a “velocity push-down 
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effect” can be observed on the seismic data. This is due to seismic waves traveling more slowly 
through CO2-saturated rock than through water saturated rock, and the localized pushdown 
thought to be caused by a ‘chimney’ of CO2 migrating to the top of the reservoir.  Figure (1) 
represent an example of seismic image at Sleipner West field before the injection and after the 
injection process, the underground situation is well imaged. Seismic and reservoir modeling is 
now being carried out to further quantify and constrain the CO2 subsurface distribution and 
predict its future behavior [99]. 

Seismic resolution will decrease with depth and certain other rock-related properties; one 
possible way of increasing the accuracy of surveys over time is to create a permanent array of 
sensors or even sensors and energy sources to eliminate the problems associated with surveying 
locations for sensors and energy sources.  For CO2 that has migrated even shallower in the 
subsurface, its gas-like properties will vastly increase the detection limit; hence, even smaller 
threshold levels of resolution are expected [92]. 

To date, no quantitative studies have been performed to establish precise detection levels. 
However, the high compressibility of CO2 gas, combined with its low density, indicate that much 
lower levels of detection should be possible. The use of passive seismic (microseismic) 
techniques also has potential value. Passive seismic monitoring detects microseismic events 
induced in the reservoir by dynamic responses to the modification of pore pressures or the 
reactivation or creation of small fractures.  These microseismic events are extremely small, but 
monitoring the microseismic events may allow the tracking of pressure changes and, possibly, 
the movement of gas in the reservoir or saline formation [92]. 

CO2 leak detection systems will serve as a backstop for modeling and plume tracking. The first 
challenge for leak detection is the need to cover large areas. The second challenge is to separate 
out CO2 leaks from the varying fluxes of natural CO2 respiration [98].  If CO2 leaks out of the 
injection formation and escapes back to the atmosphere, the benefits gained in regard to 
mitigation of atmospheric CO2 are obviously diminished. 

5.11. ECONOMIC ANALYSIS 
An economic analysis was performed for three cases: injection with energy supplied by CCLC, 
injection with purchased energy, and injection with energy from the plant.  With a carbon 
dioxide credit of $5/ton CO2, the sequestration costs were $14.9 million/year, $10.3 million/year, 
and $8.9million/year or $2.93/ton CO2, $2.03/ton CO2, and $1.74/ton CO2 respectively.  See 
Appendix D for full details.  Based on this analysis, it is recommended that the capacity of the 
power plant be reduced and the energy to compress the flue gas comes from the reduced capacity. 

6. PART V: ENERGY SUPPLY STUDY 

6.1. INTRODUCTION 
The fuel and environment costs necessary to reduce emissions will drive the search for new ways 
to improve efficiency and extract more energy from fuel sources. On average, only 35 percent of 
the energy in a fossil fuel is converted to electrical output in a conventional power plant. The 
remaining 65 percent is discharged into the environment as waste heat at temperatures ranging 
from 300°F to 1,200°F in the form of hot water or vented steam and stack gasses from sources 
such as internal combustion engines, gas turbines, boilers, incinerators, furnaces, kilns, foundries 
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and many more. Steam turbines are commonly used to convert this waste heat to power [100]. 
However, steam turbine power plants with higher efficiencies (over 33 percent) require a heat 
input above 1,000°F (Figure 56).  

 
Figure 56 

Heat Recovery Efficiency of CCLC as a Function of Inlet Temperature [101] 

When the heat source temperature is much below 700°F, steam turbine systems are an inefficient 
method to generate electrical power. Below 500°F, thermal efficiencies for steam turbine 
systems approach zero. Wow Energies, Houston, Texas, has developed the patent-pending 
CCLC based on the Organic Rankin Cycle (ORC) with components that have been tested and in 
operation for decades. The CCLC can significantly increase waste heat recovery as seen in 
Figure 56.  For example, it can extract 207 GW of power from existing waste heat sources in the 
U.S. and also help provide a low cost solution to many of the emission challenges [25]. 

6.2. THE CASCADING CLOSED LOOP CYCLE 
The CCLC uses propane as the working fluid. It can capture heat from nearly any heat source 
and efficiently convert it to power. Until development of the CCLC, there has not been an 
efficient method to convert to electrical power the majority of waste heat generated by industrial 
processes. Thermodynamically, it represents one of the most efficient ways to generate power is 
with an ORC  [102]. 

Three key principles were united to create the CCLC [101]: 

• The heat energy (BTUs) required to convert liquid propane to a vapor is approximately 
130 Btu/lb. It takes approximately 1,000 Btu/lb to vaporize water. 

• At CCLC operating pressures, propane will vaporize and condense near ambient 
temperatures. At steam turbine operating pressures, heat source temperatures well above 
600°F are necessary to produce efficient steam turbine power. 
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• Cascading multiple turbo-expanders and multiple heat exchangers in a series-parallel 
arrangement extract maximum energy from the heat source by keeping the propane in a 
vapor state between heat transfer stages.  

The CCLC consists of two hermetically sealed propane loops as presented in Figure 57. Propane 
is neither consumed nor discharged to the environment.  Its working pressures in the CCLC are 
the same as the natural gas fuel supply pressures required for a gas turbine power plant. The 
propane pump (P) in Figure 57 pressurizes a single propane stream to working pressure where it 
is divided into two propane streams. The first propane stream is vaporized with the waste heat 
source using a heat exchanger (HX1). This first stream of vaporized propane is then expanded 
across the first turbo-expander (EX1). The heat from the discharge of the first and second turbo-
expanders is used to vaporize a second propane stream using multiple shell and tube heat 
exchangers (HX2 & HX3). This second stream of vaporized propane is expanded in a second 
turbo-expander to produce additional power (EX2). The two streams of propane are then 
recombined and condensed to a liquid using an air-to-air or air-to-water heat exchanger. The 
condensed propane liquid is returned to the pump (P) where it is pressurized to operating 
pressure to repeat the hermetically sealed, closed loop cycle. 

 
Figure 57 

Schematic of CCLC Power Generating Plant [101] 

Controlling the discharge pressure of EX1 and EX2 is important in achieving high efficiencies 
using the CCLC technology. The actual pressure level is dictated by the temperature of the 
cooling source, air or water, which is used to condense the propane and is set to maintain a vapor 
at the discharge of each turbo-expander. A high temperature vapor state is required to allow pre-
heating the second stream of propane – a key to capturing nearly all the heat from the heat source. 
As ambient temperatures decrease during the day, month and year, the turbo-expander discharge 
pressure is reduced to allow additional expansion, and get more power. On average, the output of 
the CCLC is 15 to 20 percent higher than its design point rating [103]. Figure 58 represents the 
heat transfer and expansion process for a CCLC, superimposed on a pressure-enthalpy diagram.  
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Figure 58 

CCLC Pressure-Enthalpy Curve [101] 

This graphic shows that nearly all the heat from the heat source is converted to power, resulting 
in final flue gas exhaust temperatures that are near-ambient 

6.3. AVAILABILITY 
The CCLC system uses commercially available turbo-expanders, heat exchangers and pumps, 
which can be sourced from numerous manufacturers. The CCLC system components have 
millions of hours of reliable and nearly maintenance free service, primarily in refineries and 
petrochemical plants. Turbo-expanders have been used for decades in thousands of applications 
and are used to drive generators, pumps and compressors in the most demanding of applications. 
Turbo-expander companies offer reliable turbo-expanders in both radial inflow (centrifugal) and 
axial configurations in sizes ranging from a fraction of a HP up to 50,000 HP [104]. Turbo-
expanders are essential components in air separation plants; cryogenic processes; LNG plants; 
natural gas and propane pressure letdown applications; and for waste heat recovery systems. It is 
common to have two or more turbo-expanders driving a single generator, pump or compressor as 
shown on the right. The CCLC dual turbo-expanders can be connected to the generator through a 
common gearbox or connected to opposite ends of a double-ended generator or provided as two 
separate generators. WOW Energies estimates there are over 2000 MW of installed ORC turbo-
expander driven electrical generation systems currently operating in refineries, petrochemical 
plants, air separation plants, LNG plants and geothermal plants. CCLC component manufacturers 
guarantee performance and provide warranties for their specific equipment, which can be 
sourced globally [104]. GE, for example, will guarantee the electrical output of the generator set 
consisting of skid mounted dual turbo-expanders with gearbox, electrical generator, lube oil 
system, controls, instrumentation and switchgear. GE, however, would expect a specific flow, 
pressure and temperature of propane vapor to be delivered to the dual expanders, just as they 
would expect a specific flow, pressure and temperature of steam to be delivered to a steam 
turbine. Heat exchanger and pump suppliers guarantee and warrant performance as well, based 
on a specific flow, pressure and temperature being supplied to their respective components. 
WOW Energies provides the process flow for the CCLC system, specifications for all the 
components and a guarantee for the total system.  
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Propane is a naturally occurring hydrocarbon and by-product of natural gas production and a 
common fluid used in petrochemical plants and refineries in refrigeration and waste heat 
recovery cycles. The use and distribution of propane is a major industry and the propane used in 
the CCLC closed loop system is the same as used by families for cooking and heating as well as 
a clean vehicular fuel for trucks, automobiles and forklifts. Propane storage tanks are prolific in 
remote locations where propane is used as a daily source of clean energy for industries and 
communities that do not have access to natural gas [105].  A CCLC system is similar to a gas 
turbine fuel gas compressor skid in terms of handling hydrocarbon vapors. Natural gas fuel for 
gas turbines requires compression to pressures equivalent to those used in the CCLC.  However, 
unlike an open loop gas turbine fuel gas compressor system, the CCLC system is a hermetically 
sealed closed loop system and propane is neither consumed nor discharged to the environment.  

6.4. DESIGN CONSIDERATIONS 
At reduced temperatures, vaporized pollutants such as heavy metal oxides of mercury, vanadium, 
cadmium and lead are forced to condense and therefore can’t be discharged to the atmosphere. 
CCLC component costs assume that the heat exchanger and exhaust ducting will be constructed 
of stainless steel since condensate will be acidic. The condensate continuously collected, 
neutralized and used in other pocesses or disposed of as per existing regulatory requirements. 
Flue gases containing high levels of both SOx and NOx currently require multiple emission 
reduction systems to remove pollutants. The primary systems in use today are Flue Gas 
Desulfurization (FGD) units for removal of sulfur compounds and Selective Catalytic Reduction 
(SCR) systems to remove nitrogen compounds. The need to install multiple systems to clean up 
flue gas pollutants is eliminated with the CCLC power generation system when combined with a 
Final Flue Gas Cleanup (FFGC). This inherent pollution reduction capability of the CCLC 
system combined with a FFGC system is a powerful and cost effective method to reduce 
emissions (See  Figure 59) [106]. 

The FFGC consists of a multistage Wet Electrostatic Precipitator (WESP) with an integrated 
chemical additive system. Low flue gas temperatures are conducive to rapid and complete 
chemical reactions when using additives to oxidize nitrogen and sulfur compounds to convert 
these pollutants to fertilizers or stable salts. Environmental permitting is much easier for CCLC 
systems and can be done quickly. CCLC can use a variety of heat sources. However, many plants 
have multiple sources of waste heat that can be adjacent or located hundreds of feet apart. Unless 
these heat sources have a significant level of waste heat, it may not be practical to install a 
separate CCLC on each waste heat source. Other considerations include: the applicability of air-
to propane heat exchangers in line with the flue gas; some heat sources only have low-grade heat 
available; heat sources may consist of different mediums such as hot water, vented steam or a 
flue gas; and space constraints. For these applications, an alternate method of capturing heat is 
available using multiple fluid loops to bring the heat to the CCLC system. 
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Figure 59 

Final Flue Gas Cleanup FFGC integrated to CCLC 

6.5. PROPOSED APPLICATION 
The CCLC has three potential applications within the proposed sequestration schemes discussed 
in Parts III and IV.  Because the CCLC only needs heat, potentially any source will suffice.  
Thus, it is not only possible to recover heat from a flue (gas stream as discussed above), but also 
from solar applications, and the output of other thermal cycles.  The system is very flexible in its 
application.  It could be used to cool flue gasses that are input to a biological reactor (depending 
on the type of power plant), to generate electricity in a thermo-solar application, and/or as an 
addition to a steam cycle to improve system efficiency and generate electricity for system 
components such as the compressors for well injection.  The following is a discussion of the use 
for generating the electrical energy needed for compression in saline injection from and IGCC 
power plant. 

6.6. ADDITION TO THE STEAM TURBINE CYCLE IN THE IGCC 
Considering the evident ductility of this thermodynamic cycle, the CCLC could be employed to 
generate the energy necessary for the compression equipment in the saline injection. The CCLC 
can be added to the steam cycle inside the IGCC configuration.   

Considering that the optimum steam turbine cycle works at a temperature range between  1300oC  
and 250oC and that the outlet temperature of the HRSG must be 60oC  to maintain high system 
efficiency [24], it may be reasonable to apply a CCLC to recover the heat in the temperature 
range of 250oC and 60oC, represented in Figure 60.  It is likely that the CCLC will be able to 
convert the heat energy at higher efficiencies than the steam cycle in this temperature range as 
can be seen in Figure 56.  Optionally, the system could be applied to the condenser of the steam 
cycle to make use of Q2 in Figure 56.  The optimum scheme would have to be found by 
modeling the system and integrating it into the IGCC design.  This is beyond the scope of the 
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investigation.  However, the case shown in Figure 60 was investigated for the purposes of 
demonstration. 

 
Figure 60 

CCLC Proposed Addition to Steam Turbine Cycle 

The stream coming from the HSRG will have a molar composition of 14.6% H2O, 12.2% O2, and 
73.2% N2 and a total flow rate of 94,248 kmol/hr [24].  The total heat energy available between 
250oC and 60oC is 150 MWt.  The heat recovery was modeled in Aspen Plus.  The large amount 
of heat is due to the condensation of water in this temperature range.  The flue gas is cooled to 
60.8oC and the propane is heated to 169oC (336oF). The propane flow rate will be 245 kg/sec.  
From Figure 56 the efficiency value of the cycle at 336oF is approximately 20%.  Furthermore it 
has been assumed that the turbines operate at an efficiency of 85%.  Based on those assumptions 
the amount of produced electricity is 25.5 MWe. The remaining 75% of the heat energy (120 
MWt) is dissipated at the condenser.  This energy is sufficient to operate the compression 
equipment for saline injection.  

7. SUMMARY AND CONCLUSIONS 
Two scenarios were developed for sequestration of CO2 from a 500 MW coal-fired power plant 
operating on an integrated gasification combined cycle process.  Utilizing a photosynthetic 
bioreactor to sequester half of the CO2 emissions has been shown not economically viable at the 
current market demand for algal biomass.  However, because most of the costs involved scale 
directly with surface area (the size of the collector and the illumination plate area), the design 
could be fully modular and adjusted by parallel processing methods to any scale.  Furthermore, 
the production costs from the current study would not be expected to rise significantly until the 
scale was reduced to at least 1/36 of the proposed size.  This is due to the maximum practical 
volume of the bioreactors which is around 30,000m3.  The current design calls for 36 such 
reactors operating in parallel.  A 1/36th scale represents a CO2 sequestration rate of 62 kt/year, 
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and a biomass production rate of 36 kt/year.  Certainly, the production cost will be higher for 
lower scales because the size and cost of supporting equipment scales inversely with production 
volume.  However, there is a great deal of room for production costs to rise at current market 
prices.  It would be reasonable to expect that 1/10th of the current market (0.5 kt biomass/year) 
could be supplied by the proposed method for a cost that is far less than $45,000/ton algal 
biomass.  Thus this design is feasible under current market conditions and could be a significant 
technology for CO2 sequestration as the market expands. 

Alternatively, saline injection has been shown viable at full scale plant operation via a 10 well 
injection scenario.  The injection scheme is conceptually shown to trap CO2 hydrodynamically 
beyond the design period with little risk to aquifer integrity by pressure or chemical means.  
Hydrodynamic, solubility, and mineral trapping are quantified for the design period, and leakage 
of CO2 through the shale caprock and local abandoned wells is shown to approach 0.05 percent 
of the total injected volume in a 20 year design scheme.  Energy supply to the compression 
equipment was investigated via several possible origins.  An economic analysis was performed 
for three cases: injection with energy supplied by CCLC, injection with purchased energy, and 
injection with energy from the plant.  With a carbon dioxide credit of $5/ton CO2, the 
sequestration costs were $14.9 million/year, $10.3 million/year, and $8.9million/year or 
$2.93/ton CO2, $2.03/ton CO2, and $1.74/ton CO2 respectively.   
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Team Objectives 
As awareness of the increasing level of atmospheric CO2 from anthropogenic sources progresses 
further into public consciousness, fear of possible consequences has fueled advancement toward 
the forefront of global environmental concerns.  From this basis, the viability of newly 
constructed power plants is now, and will be increasingly so in the future, largely dependent 
upon an available method of sequestering a significant portion of the CO2 it will generate.  The 
need for technologies capable of accomplishing this task is apparent.  Due to such necessity, the 
purpose of this study is to examine possible methods to sequester the CO2 emitted from a 
500MW power plant and to do so in the most efficient manner possible.   

Method viability will be governed by several controlling criteria including the location of the 
power plant, sustainability of the sequestration method, environmental health and safety issues, 
potential storage capacity, public acceptance of the method, and economic viability.  The 
sequestration methods include: biological fixation, planetary storage, and mineralization. 
Biological fixation methods include terrestrial-aforestation, oceanic fertilization, and microbial 
fixation in industrial-bioreactors.  Planetary methods include deep ocean injection, coal-bed 
injection, brine reservoir injection, and oil/natural gas injection.  Mineralization methods include 
dry and aqueous mineralization. 

Presented hereafter is a literature review, analysis, and discussion of sequestration methods by 
topic. 

 



Planetary Sequestration: Common Issues 
Geologic sequestration of anthropogenic CO2 emissions is perhaps one of the most widely 
known methods of sequestration.  Typically, geologic methods of sequestration involve the 
capture of CO2 emissions from the waste streams of fossil-fuel burning power plants, as well as 
other high volume CO2 producing plants.  The captured gas is then purified to a more 
concentrated stream before it is subsequently compressed, where it can then be transported to a 
suitable disposal site.  In the geologic medium, suitable disposal sites include: oil/natural gas 
wells which are either under producing or no longer in production; un-mineable coal seams; deep 
saline aquifers; and deep ocean methods where the liquefied gas is injected to the ocean floor 
where pressures are high enough to keep the liquefied CO2 in its liquid phase.  Each of these 
methods presents some unique benefits and challenges.  Below is a more detailed discussion of 
the reviewed geologic methods. 

Capture of CO2 

The estimated costs of CO2 capture at large power plants are based on the engineering design 
studies of technologies in commercial use today.  The three most efficient designs currently 
under evaluation are pulverized coal (PC), natural gas combined cycle (NGCC), and integrated 
gasification combined cycle (IGCC).  Of these three designs, only the PC and IGCC are 
applicable for bituminous coals, the same fuel-source for the proposed 500 MW power plant.   

The energy requirement for capturing the CO2 from a PC design plant ranges from 24-40% 
(0.02-0.03, “2002 US$”/kWh) of the energy value of the fuel stream.  While an IGCC design 
plant has an energy requirement that ranges from 14-25% (0.01-0.02,  “2002 US$”/kWh) of the 
energy value for capture [1].  These capture costs include the cost of compressing the CO2 
(typically to about 11-14 MPa).   System improvements in the future could reduce energy 
penalties to between 9-15%.   These energy penalties result in an increase in the amount of fuel 
consumed for the same net output of energy.  This results in an overall increase in the production 
of CO2 that has to be sequestered.  Based on current markets, an overall monetary cost estimate 
of CO2 sequestration through deep ocean injection has been estimated to be around $5-30/tCO2 
(2002 US$) injected [1].  

Compression Energy 
The physical properties of CO2 are relevant to its storage underground because they define the 
density at which it can be stored [2]. They are also relevant because large volume changes are 
associated with CO2 phase changes, so it might be desirable to store CO2 under physical 
conditions that are not close to the phase boundary conditions. Figure 1 shows the phase diagram 
of CO2. 

 

 



 
Figure 1 

CO2 Phase Diagram [3] 

As is evident from the phase diagram, CO2 occurs as a solid, a liquid, a gas, or a supercritical 
fluid. Above its critical temperature of 31.1°C and critical pressure of 7.38 MPa (72.8 bars), CO2 
exists in the so-called dense phase condition, i.e., as a supercritical fluid. A supercritical fluid is a 
gas-like compressible fluid in that it fills and takes the shape of its container, but it has liquid-
like densities (0.2–0.9 g/ml). It is desirable to store CO2 as a supercritical fluid because it would 
be much denser than the gas phase and therefore would occupy much less space in the 
subsurface. One tonne of CO2 at a pressure of 10 MPa at a density of 700 kg/m3 occupies 1.43 
m3, while at standard temperature and pressure, at the ground surface, one tonne of CO2 occupies 
509 m3 [4].  The extreme change in volume makes compression necessary for storage in a 
geologic medium.   

Preliminary calculations were made to determine the energy required to compress CO2 generated 
by the proposed 500MW power plant.  There are two basic modes of compression: adiabatic and 
isothermal.  Adiabatic compression is compression that takes place with no heat transfer (dQ=0).  
Isothermal compression is compression that takes place at constant temperature, therefore 
dH=dU=0.  These two modes determine the compression energy.  In practice, a single stage 
compression occurs very quickly.  Because of this, there is little time for heat to be released from 
the fluid as it is compressed.  For that reason, it is considered to be near adiabatic.  If high 
pressures are needed, interstage cooling is used and several stages of compression are employed.  
In that way the compression becomes a mixture of isothermal and adiabatic.  Isothermal 
compression is always less work than adiabatic, and real, multistage compression is bounded by 
those compression energies.  Figure 2 shows the isothermal and adiabatic compression energy 
per mol for CO2. 
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Figure 2 

Compression Energy Boundaries 

The compression pressure needed is offset by the depth of injection.  If critical pressure is 
needed at the injection depth, the gravitational pull on fluid above the injection point will help to 
compress the gas.  Figure 3 shows that as the injection depth increases, the compression needed 
at the surface decreases.  The calculations were based on a compressible fluid. 
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Figure 3 

Pressure at Depth vs Pressure at Surface as a Function of Injection Depth 

 



Transportation 
It is preferred to transport the CO2 at a pressure beyond its supercritical pressure threshold so as 
to avoid any two phase mixtures. This enhances liquid phase transportation and enhances the 
economic benefits. The operating pressure and temperature lies in between 8619 kPa at 4°C and 
15,300 kPa at 38°C. The upper and lower limits are set, respectively, by the ASME-ANSI 900# 
flange rating and ambient condition coupled with the phase behavior of CO2 [5]. Literature 
suggests that the CO2 emissions from a 500 MW coal power plant will be approximately 10,000 
to 14,000 ton per day which is equivalent to 53 to 83 m3/s [6].  For this a 14 to 16 inch diameter 
pipeline will be required. A larger diameter pipeline gives a higher margin of safety for 
occasional higher CO2 flows. 

For successful injection, the well pressure should be sufficiently higher than the reservoir in situ 
pressure. This often calls for the installation of booster compressor to enhance the pressure of the 
CO2. The pressure should be high enough to penetrate the reservoir but not damage it. It should 
be typically 9–18% above the reservoir in situ pressure [5]. The pressure at the bottom can be 
determined as a function of the density of CO2 at the different temperature and pressure, using 
compressibility factors. The graph shown in Figure 4 was generated by Hendriks [7] using the 
aforesaid method. It shows the change of the well head pressure along the injection tubing with 
the increase in the depth [5].  

 
Figure 4 

Well bottom and reservoir pressure at well head pressure of 8 MPa  [5, 7] 

Figure 5 shows the variation of CO2 density along a pipeline with different inlet temperatures 
with initial inlet pressure of 15MPa and for isothermal and adiabatic conditions.  This is 
representative of the condition without boosters. 

 



 
Figure 5 

Pressure drop along pipeline at different pipe inlet conditions (without boosters) [8] 

As is evident from the Figure 5, the lower temperature and higher pressure scenario allows the 
transport of the CO2 to greater distances. At these conditions the CO2 exists as a subcooled 
liquid. Simulation studies of the transport of CO2 as a subcooled liquid have reported to increase 
energy efficiency by 9% (relating to the input work saved in keeping the state unchanged) [8]. 
However this is a very site specific option and will depend largely on the pressure needed at the 
point of injection, the distance from the point of CO2 capture, and on the type of climate 
prevailing for the maintenance of low temperatures. 

Another issue is the presence of townships and other local authorities. In such cases obtaining 
right-of-way for the pipelines may become more difficult.  The CO2 must also be dehydrated 
before it is transported because hydrated CO2 is very corrosive and can shorten the life of the 
pipelines drastically [9]. 

Injection 
The following equation can be used to determine the flow rate for injection: [5, 7] 

   

where qs = flow rate (m3/s), ρr = density of the gas under reservoir conditions (700 kg/m3), ρs = 
density of the gas under standard conditions (1.95 kg/m3N), k = permeability of the reservoir, h 
= thickness of the reservoir, rw = radius of the well (m), re = radius of the influence sphere of the 
injection well (m), μ = viscosity of CO2 at the well bottom and ΔP = pressure difference between 
reservoir and well bottom pressure . As a rule of thumb, the value of the logarithmic term can be 
assumed as 7.5 [5, 10]. 

The ΔP term is a major source of uncertainty since it changes the flow rate and hence the number 
of injection wells and hence the cost. Figure 6a shows the sensitivity of flow rate and the number 
of injection wells on the pressure difference and Figure 6b shows the sensitivity of cost and 
number of injection wells on different flow rates. 
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Figure 6 
Sensitivity of flow rate and no. of injection wells on the pressure difference (a) and the sensitivity of cost of 

injection well and the no. of injection wells on the flow rate (b) [5] 

Crucial to this analysis is the cost.  Fortunately, the United States currently transports over 40 
MtCO2 across a total of 2500km of pipeline for use in Enhanced Oil Recovery (EOR) [11], and 
so the economics of this endeavor are well documented. The transportation costs for a chosen 
distance of 250km range from 1 to 8 US$/tCO2 with changes in mass flow rate [11].  At our rate 
of CO2 emission, near 4.6 Mt/yr, the cost is narrowed to approximately 3 US$/tCO2/250km, or 
13.8 million US$/yr, and the cost increases significantly to near 32 US$/tCO2 at a distance of 
3000km [11], or 147 million US$/yr.  Undoubtedly, transportation costs are a dominant concern, 
and in the case that a CO2 source is not located near a possible injection site, will likely negate it 
as an option when compared to an alternate, ideal proximity technology. 

Safety, Health and Environmental Risks 
The geologic storage sites should be selected to minimize the potential for leakage. Although 
CO2 at low concentrations is not directly hazardous to human health, it may detrimentally alter 
environmental processes [12]. Leakages could occur over small areas from discrete point 
sources, such as abandoned wells. Uncontrolled leakages would have widespread implications 
for the environment. Leakages might damage crops, groundwater quality and/or human and 
animal health. Other concerns include acidification, changes in biological diversity and species 
composition and asphyxiation at high CO2 concentrations. In addition, biogeochemical processes 
may be affected as increased CO2 concentrations could change pH, microbial populations and 
nutrient supply [12, 13]. 

The risks of geologic sequestration fall in two categories: Global and local risks. Global risks 
arise from leaks that return stored CO2 to the atmosphere. Additionally, global risks involve the 
release of CO2 that may contribute significantly to climate change. Moreover, the global risk 
may alternatively be viewed as uncertainty in the effectiveness of CO2 containment [14]. 

 



Local risks are classified as hazards for things like humans, ecosystems and groundwater [11]. 
Local risks arise from the elevated CO2 concentrations associated with the flux of CO2 through 
the shallow subsurface to the atmosphere. Additionally, local risks occur as a result of the 
chemical effects of dissolved CO2 in the subsurface. Moreover, local effects could arise from the 
displacement of fluids by the injected CO2 [14].  If leakage to the atmosphere were to occur in 
low-lying areas with little wind, or in sumps and basements overlying these diffuse leaks, 
humans and animals could be harmed [11].  

Catastrophic releases could occur as a result of a blowout of an injection well or existing well in 
the vicinity, or as a result of seismic disturbance [15]. Groundwater can be affected by CO2 
leaking directly into an aquifer or by brines displacement into overlying aquifers, with 
concomitant potential to contaminate potable water supplies. There may also be acidification of 
soils and displacement of oxygen in soils [16]. 

Risks can be minimized by the avoidance of vulnerable areas, monitoring of the injection process 
and CO2 plume delineation. Remote sensing techniques and water quality analyses also may be 
explored for near-surface monitoring of injection sites and for detection of leaks. Seismic 
monitoring must be conducted to avoid potential seismic catastrophes [17]. 

Legal Issues 
Legal issues are important because they give the framework by which the techniques must be 
implemented. At present however not many countries have developed such guidelines for 
onshore CO2 storage. Long term liability issues need to be addressed like the transfer of 
information between institutions for long term monitoring of the wells. Essentially the legal 
framework for the successful working of long term sequestration needs to be drafted so that 
changing times and institutions do not in any way have an obliterating effect on the project. Also 
issues like the property rights need to be addressed since the pore space is owned by the surface 
property owners [11].  Also when it comes to issues involving more than one jurisdiction or 
sovereign powers, international treaties need to be in place so that the process is not stalled. 
Current treaties which address these are the UN Convention on the Law of the Sea, and the 
London and OSPAR Conventions [11].   However they are mainly for the protection of offshore 
environments. 

Public Perception/Policy  
Public perception is an interesting issue and is of significant importance. As yet, little has been 
published on the question of whether people will find CO2 sequestration underground to be 
acceptable. Some [4] state that CO2 removal, as a dedicated single technology, is an option that 
does not enjoy enthusiastic public support and conclude that these barriers can only be overcome 
by research and design and effective demonstration of the technology. It will not be possible to 
overcome them by communication alone. The IPCC report of 2005 states that two conditions 
will have to be met before the CO2 sequestration is considered as a credible technology namely 
anthropogenic global climate change has to be regarded as a relatively serious problem and there 
must be acceptance of the need for large reductions in CO2 emissions to reduce the threat of 
global climate change. Also people in business, government, or NGO’s must seek out and hear 
objections raised by skeptics and come out with answers to them for this technique to be 
accepted [9, 18]. To further maximize by the advocacy community and the public, policymakers 

 



will need to convince those sectors that the storage option is needed, that it will not crowd out 
more desirable strategies, and that it will perform effectively and safely [9]. 

With regards to policy related issues, geologic CO2 storage capacity need to be seen and 
understood to be an investment in a nation or regions future economic and environmental well 
being in the way that estimates of hydrocarbon resources/reserves are viewed today. The 
potential to store CO2 should be treated as a natural resource [19]. 

 



Geologic Sequestration: Coal Bed Sequestration  
As previously presented, selection criteria for coal bed sequestration with enhanced methane 
recovery (ECBM) include potential storage capacity and methane recovery potential, confidence 
of storage integrity for the sequestration time-span, environmental impact, public health concerns 
and perceptions, and comparable economics.  Each issue will be addressed independently in the 
following. 

Potential Storage Capacity and Methane Recovery Potential 
Assessing CO2 storage capacity in a single, unmineable coal seam necessitates consideration of 
many site-specific parameters; including sorption pressure and volume, temperature, coal surface 
pH, water saturation, permeability, and the complex framework of the fractured, dual-porosity 
system.  Transient conditional changes, such as permeability reductions and pH, temperature, 
and pressure variations, will also play a role.  Among such transients, CO2-induced coal swelling 
has been well documented [20-22] and, more recently, quantified under characteristics of coals 
in the San Juan Basin of Colorado and New Mexico, where pilot studies showed an extreme, 
approximately 99%, reduction in coal permeability with the onset of CO2 injection [21, 23]. 

Expanding these considerations to the scale of national or worldwide storage potential must 
include such concerns in addition to proximity of each sink to the CO2 source, accessibility of 
the location, and depth of injection. To the author’s knowledge, no such analysis has been 
conducted on a worldwide scale.  The study of Stevens [24] concluded in the finale 225 GT of 
worldwide storage capacity based on a broad sweeping assumption of 2:1 CO2/CH4 recovery 
potential.  Nationally, however, the U.S. Department of Energy Coal-Seq project undertook a 
more rigorous analysis of national sequestration capacity.  This analysis [25] included 
consideration of methane recoverability, CO2 adsorption capacity distributed by coal rank, 
proximity of coal beds to CO2 sources, and the care not to build CO2 pressures above the in-situ 
CH4 pressure.  Location of U.S. coal seams sorted by rank and their proximity to CO2 producing 
locations and 1000MW coal-fired power plants are shown in Figure 7. 

Utilizing the CO2 and CH4 isotherm data from studies on the San Juan Basin [26], Black Warrior 
coal bed, Alabama [27], and the Powder River basin [28], sorption ratio as a function of coal 
rank, in percent vitrinite, was plotted as shown in Figure 8.  The curve fit in Figure 8 is for the 
higher pressure case of 1000 psi, as to be reflective of unmineable coal bed conditions. 

Conclusions of DOE’s study [25] suggest approximately 90 Gt of national CO2 sequestration 
capacity, including 38 Gt in Alaska.  Referencing Figure 7, this quantity may be divided into 14 
Gt for the Powder River basin, 10 Gt for San Juan, and 8 Gt for the Greater Green River basin.  
Alternately, ECBM recovery potential was estimated at approximately 150 Tcf including 47 Tcf 
in Alaska and divided into 20 Tcf for Powder River, 16 for San Juan, and 19 for Greater Green 
River.  With approximately 2 Gt/year of CO2 currently being emitted from U.S. power plants, the 
literature would thus suggest sufficient capacity exists for sequestration via ECBM.  However, 
design of a sequestration system under conditions of a specific power plant will require full 
analysis of the specific site.  

 



 
Figure 7 

U.S. coal seams distributed by rank.  High CO2 emission states are shaded in light gray and >1000MW coal-fired 
power plants are indicated by red [25] 

 
Figure 8 

Sorption ratio as a function of coal rank, in percent vitrinite [25] 

Confidence in Storage Integrity 
To the author’s knowledge, no study has yet been conducted on the volume of CO2 lost from an 
injection reservoir.  Of the possible mechanisms of leakage, pathways along existing wells and 
failure in cap-rock integrity present the most probable, for which Celia and Bachu [15] suggest 
probability in the former and Saripalli [29] favor the latter over a possibility of well-head failure.  
Alternately, Ha-Duong and Keith [30] present an economic analysis including the offset likely to 

 



be incurred from an assumingly certain percentage loss of injected CO2, but no independent and 
quantitative representation is presented.  Of field studies currently underway in the San Juan 
basin [23, 31], the Ishikari coal field, Japan [32], and the Upper Silesian basin, Poland [33], none 
have made effort to confront the difficult task of monitoring any loss of CO2 from the reservoir.  
Alternately, in the Fenn-Big Valley, Alberta, Gunter [34], suggest that the ultra-low permeability 
shale serving as caprock will prevent any slow leakage by such means. 

Method integrity is this sense is harshly dependent upon the specific coal seam and the 
hydrodynamics of its caprock.  As some leakage is likely by any number of means, determining 
an acceptable amount is necessary.  In studies of possible surface leakage, Pacala and Hepple 
and Benson simultaneously conclude that a seepage rate of less than 0.1%/year is acceptable for 
stabilization of atmospheric CO2 [35, 36].  Celia presented analytical solutions to leakage from 
abandoned or other wells, and suggest a high probability of leakage due the frequent existence of 
pre-existing wells in explored reservoirs [36].  This possibility will receive further, detailed 
attention in later submissions, but is beyond the scope of this literature review. 

One additional consideration, pH in the subsurface environment as CO2 concentrations increase 
can be expected to acidify under many conditions.  The effects of such acidification on storage 
integrity will depend on subsurface composition and should not be excluded from consideration.  
As many coalbed waters are alkaline in their natural state, however, the influence of injected 
CO2 may be minimal, but will depend on the geochemistry of each coalbed. 

Environmental Impact and Public Perception 
Beginning in April 2001, EPA oversaw a phase I analysis of drinking water surrounding various 
coalbed methane activities [37].  This study was in response to citizen concerns in Wyoming, 
Montana, Alabama, Virginia, Colorado, and New Mexico, with the highest concentration of 
citizen concerns from the San Juan, Black Warrior, Central Appalachian, and Powder River 
basins.  EPA monitored water activity through document publication [37] in June 2004 and 
concluded that “…the injection of hydraulic fracturing fluids into coalbed methane wells poses 
little or no threat to USDWs and does not justify additional study at this time.”  Long term 
impact of ECBM activity on surrounding drinking water can, at present, only be postulated, but 
remains unlikely provided sufficiently low permeability in the caprock.  However, that sufficient 
public concern warranted EPA study suggests a high probability of public resistance to ECBM 
activity now or in the future. 

Economic Viability 
Crucial to this analysis is the cost of transportation.  Fortunately, the United States currently 
transports over 40 MtCO2 across a total of 2500km of pipeline for use in EOR [11], and so the 
economics of this endeavor are well documented.  These pipelines operate under elevated 
pressure and ambient temperature in the “dense phase mode” [11], where no distinct phase 
change occurs in the continuous progression from gaseous to liquid phase.  Under such 
conditions, transportation costs for a chosen distance of 250km range from 1 to 8 US$/tCO2 with 
changes in mass flow rate [11].  At our rate of CO2 emission, near 4.6 Mt/yr, the cost is narrowed 
to approximately 3 US$/tCO2/250km, or 13.8 million US$/yr, and the cost increases significantly 
to near 32 US$/tCO2 at a distance of 3000km [11], or 147 million US$/yr.  Undoubtedly, 
transportation costs are a dominant concern, and in the case that a CO2 source is not located near 
a possible injection site, will likely negate it as an option when compared to an alternate, ideal 

 



proximity technology.  Capture costs will also be of primary concern, but will not be addressed 
here as they are presented elsewhere in this literature review (see Ocean Sequestration). 

Cost of CO2 injection to depths of approximately 1000m will pose the dominant portion of 
sequestration costs.  A detailed discussion of CO2 critical state and compression topics was 
presented previously (see sections on EOR and brine injection), and so a brief but well developed 
(in its components) economic analysis is called for. 

Via the same methods used to estimate potential storage capacity above, Reeves [25] provided a 
thorough economic analysis of national CO2 sequestration capacity.  This analysis suggests that 
25-30 Gt of CO2 can be sequestered at a profit, while the next 80-85 Gt can be sequestered for 
below US$5/ton, excluding transportation and capture.  On a larger scale, Stevens [24] estimated 
5-15 Gt of CO2 may be injected at a profit, 60 Gt at less than US$50 per ton, and 150 Gt at 
between US$100 and US$120 per ton on a worldwide basis.  Again, this analysis utilized a 
CO2/CH4 ratio of 2:1. 

Conclusion 
At its current state, literature review of ECBM-CO2 suggests viability from a retracted 
viewpoint.  In the event that a precise location for the CO2 source is known, this information 
would likely be a show-stopper or proponent of ECBM, depending on proximity to other 
sequestration options.  Attention to more specified details of the ECBM process, such as 
analytical and numerical analyses of the dual porosity and thermodynamic system, will be 
required for further advancement of this research assessment.  The decision to conduct such 
analyses is pending information from alternate sequestration options. 

 

 



Geologic Sequestration: Oil/Gas Well Injection  
CO2 can either be sequestered in a depleted oil/gas well or it can be co-optimized with the 
process of enhanced oil recovery (EOR) or enhanced gas recovery (EGR). It is estimated that the 
storage capacity of depleted and active fossil fuel reservoirs could be as high as 900 billion 
metric tones of CO2 equivalent worldwide. Depleted oil fields and EOR fields offer a storage 
capacity of approximately 130 Gt of CO2 [38]. 

More than a century of intensive petroleum exploitation has left thousands of oil and gas fields 
near the end of their lives [39]. Some of these exhausted fields could act as storage sites for CO2. 
It follows the concept that because there were hydrogeological conditions that led to the trapping 
of hydrocarbons, the same conditions will allow the sequestration of CO2 in the space vacated by 
the recovered hydrocarbons [39, 40]. Depleted hydrocarbon reservoirs which have been invaded 
by water offer limited storage capacity, since the CO2 will have to displace the water, as such 
underpressured oil reservoirs that have not yet been invaded by water offer greater and better 
sequestration potentials. In the case of depleted gas reservoirs, they can be regarded as excellent 
geological traps for CO2 storage [39, 40]. There is large capacity for storage since the primary 
recovery in the case of gas wells is to the tune of 95% whereas it is around 5-40% in the case of 
oil fields  [39, 41]. The good thing about this concept is that it repressurizes the wells back to 
their original pressures. Also the geologic data for these sites are well established and the surface 
and down-hole infrastructure used for the hydrocarbon recovery can be used for the 
sequestration. However currently the option of sequestration into depleted oil/gas reservoirs 
doesn’t have many buyers because of the fact that it is not economically beneficial and also 
because of the fact that the reservoirs may still have oil/gas reserves that haven’t yet been 
recovered using the contemporary technology [16, 41]. 

This leads to the concept of carbon sequestration through enhanced oil recovery (CSEOR) and 
through enhanced gas recovery (CSEGR) which offers more economic feasibility. 

The petroleum industry has been injecting CO2 into underground formations for several decades  
to improve oil recovery from light and medium oil reservoirs [40]. Supercritical CO2 acts as a 
powerful solvent reducing the viscosity of the oil and making it more mobile. The traditional 
approach is to reduce the amount of CO2 injected per barrel of oil produced. For a sequestration 
process, however, the aim is to maximize both the amount of oil produced and the amount of 
CO2 stored. This calls for the co-optimization of both the processes. To reduce atmospheric CO2 
the source of CO2 for EOR should be anthropogenic and not natural reservoirs.  

With regards to EGR, reservoir simulation and laboratory studies have suggested that injecting 
CO2 into mature natural gas reservoirs for carbon sequestration with enhanced gas recovery 
(CSEGR) is technically feasible. Reservoir simulations show that the high density of CO2 can be 
exploited to favor displacement of methane with limited gas mixing by injecting CO2 in low 
regions of a reservoir while producing from higher regions in the reservoir [42]. 

In the case of EOR, an analysis on the Permian Basin of West Texas has shown that the 
greenhouse gas emissions generated by the combustion of gasoline from the additional oil 
produced would almost be offset by CO2 storage in the reservoir.  Table 1 shows the summary of 
their findings. 

 



 

Table 1 
EOR Injection Statistics [38]  

 
 

As shown in Table 1 the net CO2 storage is 2.6kg/kg of oil produced which amounts to 4.5kg of 
CO2 per kg of gasoline taking into consideration the production ratio of gasoline from crude oil. 
When the average emission from a car is considered to be 380g CO2/km traveled the net 
emission amounts to 4.8 kg of CO2/kg of gasoline consumed as is stated by the authors of this 
work [38]. 

However considering the fact that Europe aims at reducing the emissions to 120g/km [21] and 
co-optimization strategies for sequestering more amount of CO2 per kg of incremental oil 
produced, it will mean that a lot more CO2 will be sequestered than generated.  

This brings us back to the critical issue of co-optimization of storage and recovery. A variety of 
injection scenarios are being considered to increase the amount of CO2 sequestered to the amount 
of incremental oil being produced. Among them are gas injection after water flooding (GAW), 
water-alternating-gas drive (WAG), gas injection with active production and injection well 
constraints (well control or WC), switch from solvent gas injection to pure CO2 injection. GAW 
and WAG resemble conventional oil recovery methods. “Gas injection after water flooding 
represents a project where water is used to maintain pressure and drive oil from the reservoir. 
After some volume of water injection, the project is converted to gas injection as a means of 
sequestering CO2. The WAG scheme injects water and CO2 in alternating slugs. The water helps 
to reduce the mobility of CO2 within the reservoir, making CO2 a more effective displacement 
agent.  The more dense water sweeps the lower portions of the reservoir while the more buoyant 
gas sweeps the upper portions. The third scheme aims to maximize the mass of CO2 injected 
while not reducing oil recovery. The well control parameters are the producing gas–oil ratio 
(GOR) and the injection pressure, where the producing GOR is the volumetric flow rate of gas 
produced upon the oil production rate. The final scheme employs initially a solvent gas that is 
rich in light hydrocarbon components. Miscibility of the injection gas with the oil leads to 
excellent recovery. Later, during injection, the solvent gas is switched to pure CO2. This helps to 
reduce the volume of relatively expensive solvent required and promotes recovery of the 
hydrocarbon gas components as well as leading to maximum concentration of CO2 in the gas 
filled pore space. Wells are operated as in the well control scenario. [43]. This increases 
sequestration by 7-12% as compared to the other schemes. 

Literature review of a report published for cost analysis has indicated that for the case of coal 
powered plants cogeneration concepts together with process optimization strategies can bring 
down the cost of CO2 to around $0.50 to $ 2.00/mscf and assuming this to be $1.25 the cost of a 
barrel of incremental oil produced will be $18 which indicates definite room for profit (all values 

 



in Canadian dollars, 1992) [44]. There is however considerable variation in the costs stated in 
literature which is understandable since the process depends on a lot of factors which vary the 
cost for different cases. The main cost is incurred in the capture and compression of CO2 and as 
per a 2005 report range in between US$25-40/t CO2 for an integrated gasification combined 
cycle (IGCC) plant [19]. The cost of transportation and injection vary from US$0 to $15.3/t CO2  
[5, 19]. Gentzis in his analysis report of CO2 sequestration in Alberta in 2000, Canada states that 
the cost can be as high as US$56/t C [40]. In a 2005 report, CSEGR for a particular field in 
California is reported to be economically feasible with CO2  supply costs of up to US$ 4–12/t 
(US$ 0.20–0.63/Mcf) [19]. The IPCC report of 2005 states that the cost for storage to be 
typically between 0.5–8 US$/tCO2 injected and the monitoring costs of US$ 0.1–0.3 /tCO2 are 
additional. When storage is combined with EOR or EGR, the economic value of CO2 can reduce 
the total cost of carbon capture and storage (CCS) and based on data and oil prices prior to 2003 
($15-20/ barrel), enhanced oil production for onshore EOR with CO2 storage could yield net 
benefits of 10–16 US$/tCO2 (37–59 US$/t C) [11] which definitely adds to its feasibility. 

 

 



Geologic Sequestration: Deep Saline Aquifers  
Deep saline aquifers represent an attractive option for CO2 sequestration. These aquifers are wide 
spread and underlie many parts of the world, which in turn reduce the costs of infrastructure 
associated with pipeline construction. The storage capacity accompanied with this option is high 
[45]. Residence time in saline aquifers is long ranging from hundreds to several thousands years 
[5]. Such aquifers are typically not suitable for irrigation and other uses, so injection of CO2 has 
limited environmental impacts and less likely to present a problem for potential future use [16]. 
Furthermore, these aquifers are often close to stationary point-source CO2 emission sites [15].  
Availability of subsurface rights makes this option more viable [46]. Moreover, deep saline 
aquifers sequestration has general public acceptance and mature technology [3]. 

General Process 
CO2 is injected through well or wells into a permeable and porous saline aquifer that covered 
with impermeable cap layer located at suitable depth that enables storing the CO2 beyond the 
critical condition, temperatures greater than 31.18C and pressures greater than 7.38 MPa. As 
seen in Figure 1, at this condition CO2 behaves still like a gas by filling all the available volume, 
but has a liquid density that increases, depending on pressure and temperature, from 200 to 900 
kg/m3

 [47]. Some of the injected CO2 (up to 29%) will dissolve in the water and the rest will 
form a plume that will over-ride at the top of the aquifer [3]. A minimum depth of 800 m is 
necessary for CO2 to remain in its critical state, this depth may vary according to the location of 
the aquifer and the subsurface temperature and pressure gradient [5]. 

The solubility of CO2 at ground-surface conditions, in pure water is about 1.7 kg CO2/m3, and 
this solubility increases at the critical conditions to reach 35 kg/m3 with 15% total dissolved 
solids by mass [15], Figure 9 shows the variation of liquid CO2 density as a function of 
temperature and pressure. 

Upon injection into saline aquifers, CO2 may be stored by one or more of three processes, 
hydrodynamic trapping, solubility trapping, or mineral trapping [15]. The most critical concern 
of hydrodynamic trapping is the potential for CO2 leakage through imperfect confinement. 
Solubility trapping is not subject to buoyancy and is therefore less likely to leak. In mineral 
trapping, CO2 is stored for very long periods by conversion into carbonate. Solubility and 
mineral trapping are the most important long term solutions to CO2 sequestration in geologic 
media [48] these trapping processes shown in Figure 10.    

 

 



 
Figure 9 

Variation of liquid CO2 density as a function of temperature and pressure [3] 

 
Figure 10 

Physical and geochemical processes that enhance storage security [35] 

Suitable Aquifer Criteria 
Most studies suggest that adverse effects can be mitigated by choosing suitable locations [36]. 
The target aquifer should have a minimum 800 m depth, which represents the threshold depth for 
CO2 injection, based on the average pressure and geothermal gradient, which 10 MPa /km and 
25- 30 C°/km respectively, Figure 11 shows the subsurface temperature and pressure gradients 
for the Michigan basin [5]. 

 



 
Figure 11 

Subsurface temperature and pressure gradients for the Michigan basin [5] 

A suitable aquifer has high pore space volume and high permeability, is stable in terms of 
seismicity and tectonic setting and has no major faulting or fracturing. The aquifer should be 
capped by an extensive aquitard (shales) or aquiclude (salt and anhydrite beds) to ensure CO2 
sequestration and prevent its escape into overlying layers which could contain fresh water, and 
ultimately to the surface [15].  

Storage Capacity 
Storage capacity represents the maximum amount of CO2 that can be sequestered in an aquifer 
without undesirable effects, such as an unacceptable rise in the aquifer pressure, contamination 
of potable water by CO2 or by displacement of the saline/fresh groundwater interface, and escape 
of CO2 into the atmosphere via an unidentified migration pathway through the cap rock [47]. 

Storage capacity depends mainly on the area of the aquifer and its thickness, permeability, 
porosity and CO2 solubility. The solubility of CO2 in water varies according to the degree of 
salinity as well as according to temperature and pressure [5]. Globally, deep saline aquifers offer 
the greatest storage capacity, estimated between 300 and 10,000 GtCO2 [15].  

Conclusion 
Most of the adverse effects can be mitigated by choosing suitable location. This can be achieved 
by conducting proper geophysical and hydrogeological studies and investigations. Once the 
suitable target aquifer has been located, the risks accompanied with this method will be 
minimized. Deep saline aquifers have, by far, the largest potential for CO2 sequestration in 
geological media in terms of volume, duration, economics and minimum or null environmental 
impact [3]. 

 

 



Oceanic Sequestration: Active and Passive  
The oceans are very vast covering 71% of the earths surface and with an average depth of around 
3,800 meters they present a large potential reservoir for storing CO2 emissions generated by the 
burning of fossil fuels for energy.  To date, a lot of research has gone into understanding the 
oceans and whether they will make a good sequestration option for CO2.  Presented below is a 
summary of some of the good’s, bad’s, and unknown’s related to oceanic sequestration of 
anthropogenic CO2. 

On planet earth, the oceans represent the largest global reservoir of carbon; containing 
approximately 40,000 Gt of carbon, primarily in the inorganic form of bicarbonate [49].  Carbon 
enters the ocean in many forms, one of which is CO2, through naturally occurring runoff, direct 
diffusion, and biological uptake processes.  The component of runoff adding to the carbon in the 
ocean will not be considered here.  The direct diffusion process is an equilibrium process 
between the atmosphere and the ocean waters.  As the concentration of atmospheric CO2 
increases, a gradient emerges for the atmospheric CO2 to be “forced” into the ocean.  In fact, at 
present there is a current flux of about 7 GtCO2 per year of CO2 going in to the oceans; with the 
oceans having already taken up about 500 GtCO2 of the 1,300 GtCO2 anthropogenic emissions 
released to the atmosphere over the past 200 years [1].  One of the main problems with this is 
that the process is occurring is too slow for today’s needs.  Remember at present human activity 
is accounting for the production of about 23.5 GtCO2/year (from year 2000) [1].  To increase the 
rate of sequestration in several mechanisms have been suggested as potentially viable methods of 
sequestering the CO2 from the atmosphere.  Reviewed in this literature survey are the findings of 
proposed methods that appear to have some merit, and include both active and passive means. 
The active means reviewed include capturing the CO2 emissions from point sources, such as 
fossil fuel burning power plants and cement factories, and injecting it into various depths of the 
ocean in either liquid or gaseous phases.  Passive means reviewed are through direct diffusion 
and biological uptake by marine organisms.  All the proposed methods provide benefits as well 
as negatives and involve the understanding of key issues involved with each option.   

Active Sequestration Methods 
Active sequestration methods involve the capture of CO2 being emitted at point sources and then 
its subsequent injection into the ocean.  Proposed methods include injecting the compressed 
emissions in a gaseous phase to the shallow ocean (depths less than 1000 meters) where it is 
expected to diffuse into the water column and react to form bicarbonates.  This method was 
briefly reviewed and subsequently deemed not reliable as a sequestration method by the authors, 
due to its lack of supporting evidence that it will work and the assumed potential for early re-
release to the atmosphere.  A more reliable method of active ocean sequestration is through 
injection of the CO2 in a liquid phase via a pipeline to the deep ocean (depths greater than 3000 
meters) [1, 49].  At depths greater than 3,000 meters the liquefied CO2 will remain in a liquid-
phase form and has the potential to stay sequestered for a long period of time.  CO2, as 
mentioned in a preceding section, will be at is critical point at pressures greater than 7.38 MPa.  
The following figure, Figure 12, represents the density of seawater and the density of liquid CO2 
at various depths in the ocean. 

 



 
Figure 12 

The magenta line represents the density of sea-water, and the other lines represent liquid CO2 at 10°C, 4°C, 2°C, and 
0°C from left to right, respectively [50]  

As illustrated in Figure 12, the density of liquid CO2 is less than sea-water up to about 2,600 
meters in depth, assuming the sea-water is 2°C, a reasonable assumption.  Below this depth, the 
density of liquid CO2 surpasses that of the seawater; meaning that the compressed CO2 injected 
at or below 2,600 meters depth will be denser than the surrounding waters and will sink to the 
ocean floor.  The target depth generally proposed is at least 3,000 meters to ensure sufficient 
depth below the neutrally buoyant depth of 2,600 meters [50, 51].   For reference the density of 
CO2 at 3,000 meters is 1.06 g/cc and the density of the surrounding seawater is 1.04 g/cc, at a 
pressure of 30.6 MPa.   

The key issues involved with this methods of sequestration are:  the additional energy required to 
capture and compress CO2 to liquid phase; the effect that injecting the CO2 will have on the 
oceans pH levels as well as marine organism; the residence time that one can assume the CO2 
will be effectively sequestered from the atmosphere; and the costs/energy associated with getting 
the CO2 to a suitable location in the ocean.   

Residence Time for CO2 in the Deep Ocean 
The length of time with which CO2 will stay sequestered in the deep ocean has been largely 
debated by, with estimates ranging from only a few hundred years to a few thousand years, 
depending on the method in which CO2 was deposited into the ocean. If the CO2 is released 
below 3,000 meters it will sink and form a “lake” in depressions in the oceans floor.  In this 
scenario, a retention time of more than a thousand years has been assumed, baring any 
catastrophic releases.  Which in turn do not appear likely due to the fact that the density of the 
CO2 is greater than seawater at that depth.  Upwelling of the liquid CO2 from the “lakes” will 
likely result in the subsequent settlement further down current, and should reduce the likelihood 
that the CO2 will be released early from the ocean floor.  In addition, hydrate layers will form on 

 



the surface of CO2 droplets above 44.5 bars (4.45 MPa) and below 10°C (conditions present at 
depths of 500m or greater) [52].  The hydrate layer will act as a barrier against the dissolution of 
the liquid-phase CO2 into the surrounding seawater. Table 2 provides an estimate of the fraction 
of CO2 retained for ocean storage at given depths of injection; based on a summary of seven 
ocean models as presented in the Technical Summary of the IPCC Special Report on CO2 
Capture and Storage [1]: 

Table 2 
Retention time of CO2 injected in the ocean at different depths 

 
 

As shown in Table 2, the CO2 will be sequestered for a much longer percentage of time if 
injection is below 3,000 meters.  However, this also shows that after about 500 years about 21% 
of initial CO2 injected into the deep ocean will have escaped back to the atmosphere. 

Ecological Impact Considerations 
High concentrations of CO2 in the atmosphere or direct sequestration of CO2 in the oceans can 
influence the pH level in ocean water.  Current research already indicates that the pH of the 
shallow ocean has decreased by 0.1 units, over the past 200 years, due to the natural diffusion of 
atmospheric CO2 into the ocean [1], and has the potential to decrease even more over the next 
several centuries, based on current projections of CO2 emissions [53].  This potential decrease in 
ocean water pH could potentially be larger than any inferred from the geologic record of the past 
300 million years [53].  The impact of this could be detrimental to the oceans ecology, though at 
present there is a limited understanding of the effects of pH reduction on marine biota.  This 
comes mainly from a lack of data, though some data does suggest that coral reefs, calcareous 
plankton, and other organisms whose skeletons or shells contain calcium carbonate may be 
particularly affected [53].  In addition, some other marine biota may not be affected except at 
high pH changes.  Experiments on bacteria and nematodes have shown that the survival and 
growth rates of these organisms are affected only at pH levels of 6.5 units or lower.  In the deep 
ocean, CO2 sequestration can reduce the pH level from its normal value of about 8.0 units to 
around 4.0 units near the injection points [54], where biota may be more sensitive to pH changes 
[53].  Nakashiki and Ohsumi [55] modeled the dispersion of CO2 in the North Pacific Ocean 
from continuous injection of CO2 at a depth of 1,000 meters.  Consistent with other reported 
findings [54], the study suggests that the potential impact might be limited to small regions 
around the injection point.  Adams [56] have also shown that zoolplankton mortality is 
minimized when liquid CO2 is introduced to a 4000-meter seafloor depression forming a deep 
lake.  In this sense, at increasing depths in the ocean the density of the benthic organisms 
decreases exponentially [57].  Another potential method to reduce the local effects of the high 
CO2 concentrations would be to distribute the liquid via multiple release ports along a fixed pipe 
laid on the ocean floor.  This would help to spread out the high concentrations to a larger area 
potentially yielding a lower impact to the benthic communities near the pipeline. 

 



 

Although there is little data to suggest whether injection of liquid CO2 to the ocean floor will 
create disastrous outcomes, there is data to suggest that the pH will be affected.  The injection of 
a few GtCO2 would produce a measurable change in ocean chemistry in the region of injection, 
whereas injection of hundreds of GtCO2 would produce larger changes in the region of injection 
and eventually produce measurable changes over the entire ocean [1].  pH changes of more than 
0.4 units, over a approximately 1% of the ocean volume have been predicted based on model 
simulations.  Without the case of ocean storage (direct injection), a pH change of more than 0.25 
units is expected to occur in the shallow ocean waters due to equilibrium with the elevated CO2 
concentrations in the atmosphere [1].  In either case, a change in pH between 0.2-0.4 units is 
greater than has been recorded previously in the oceans [1, 53]. In a high estimate, one ocean 
model has indicated that the continued release of CO2 to the atmosphere at the current IPCC 
predicted rate could lead to a pH decrease of up to 0.7 units [53].  At present, impact to the pH of 
the oceans deep waters has not yet been identified [1]. 

Offshore Disposal Distances 
As indicated earlier, for injection of liquid CO2 to the ocean floor, in the form a CO2 lake, 
pressures of greater than 3,000 meters deep are necessary.  Also, the average depth of the ocean 
is around 3,800 meters, so it can be assumed that for most coastal areas suitable injection 
locations exist within a reasonable distance from the point source [1].  Figure 13 below, shows 
locations, near the United States, which are close enough to be considered suitable sites for deep 
ocean injection; and summarized on the following table are calculated travel distances and pipe 
lengths from onshore collection centers to offshore disposal sites [58].  Table 3 provides a 
summary of the transportation distances between onshore collection sites and offshore disposal 
sites.  As indicated in Table 3 offshore distances of around 300 to 600 km are required to reach a 
suitable depth in the ocean for disposal of liquefied CO2 and are found on both the Pacific and 
Atlantic Ocean sides of the United States.   

 
Figure 13 

Potential CO2 collection and ocean storage sites in North America [58] 

 



 

Table 3 
Offshore travel distances from onshore collection sites [58] 

 
Figure 14 provides an estimate of transport costs related to the shipping/piping of liquefied CO2 
to suitable distances offshore.  As illustrated in the figure offshore pipeline transport costs, for a 
distance of up to about 1,000 km offshore, will be around $5-15 USD/tCO2 (year 2000).  After 
this distance offshore, it appears to be more economically feasible to ship the CO2 via a tanker.  

 
Figure 14 

CO2 transport costs per km (year 2000). Costs, plotted as US $/tCO2 transported against distance, for onshore 
pipelines, offshore pipelines, and ship transport.  Pipeline costs are given for a mass flow of 6 MtCO2/yr.  Ship costs 
include intermediate storage facilities, harbour fees, fuel costs, and loading and unloading activities.  Costs include 

also additional costs for liquefaction compared to compression [1] 

Passive Sequestration Methods 
The oceans are currently sequestering around 7.0 Gt CO2/year (2.0GtC/year) through the natural 
carbon cycle [1].  This occurs both by direct diffusion in the ocean and by biological uptake 

 



through marine organisms.  It has been suggested that the oceans are capable of sequestering 
much more CO2 through the biological uptake of marine organisms, than is currently happening.  
This is due to limiting concentrations of a few nutrients, mainly iron, phosphorous, and fixed 
nitrogen with iron being by far the most important [59].  One method, called ocean fertilization, 
proposes to stimulate ocean productivity by fertilizing the ocean surface with the necessary 
nutrients.  The premise of this method is to stimulate photosynthetic biological activity, which 
will draw dissolved CO2 out of the water and into biomass, thus under-saturating the surface 
waters, which will cause more atmospheric CO2 to diffuse into the ocean through the above 
mentioned equilibrium process.  The generated biomass is then expected to increase in density 
and sink to the ocean floor or be consumed by larger marine organisms and then travel to the 
ocean floor in their feces [60].  

The volume of nutrients needed to support this method is moderately not that significant. In 
general, 100,000 moles of carbon biomass requires 16,000 moles of fixed nitrogen, 1,000 moles 
of soluble phosphorous and one mole of available iron [59].  At present the main premise is to 
fertilize the oceans with only iron, which will not require extremely large volumes. Though this 
has not yet been shown in experimental data.  Previous experiments to date include (but not 
limited to) the following [59]: 

IronEx I (1993) – performed in the equatorial pacific, spread 880 lbs of Fe as FeSO4 on a 25 
square mile patch of ocean resulting in an increase in phytoplankton but no measurable decrease 
in the CO2 content of the water. 

IronEx II (not sure) – performed in the equatorial pacific, spread 990 lbs of Fe as FeSO4 on a 28 
square mile patch of ocean resulting in a bloom of diatoms.  The chlorophyll increased by a 
factor of 27 times, and the pCO2 decreased by 90 atm in the patch. 

Ocean Farming, Inc. Voyage I (Jan. 1998) – performed in the Gulf of Mexico, fertilized three 9 
square mile patches.  This resulted in a bloom of large diatoms to 4.3 times their initial 
concentration in a little over a day.  While the results gave a positive indication of a large bloom, 
they were not definitive and did not provide a verifiable measure of phytoplankton increase over 
the period of the expected bloom of about two weeks. 

Ocean Farming, Inc. Voyage II (May 1998) – performed in the Gulf of Mexico, one 9-square 
mile patch was fertilized using iron pellets designed to release the chelated iron over four days.  
This resulted in a large bloom of diatoms that averaged five to seven times background 
concentrations.  It was suspected that a further increase phytoplankton was restricted by the 
absence of the next limiting nutrient, likely phosphorous, nitrate, or both.  Extrapolating over the 
increased size of the patch gave an estimated 600 tons of diatoms per ton of fertilizer pellets or 
1,800 tons of diatoms per ton of chelated iron added to the waters. 

SOIREE (not listed) – performed in the Southern Ocean south of New Zealand, one 20-square 
mile patch was fertilized with iron sulfate over four days.  This resulted in a chlorophyll 
concentration increase of six times and a biomass increase of three times mostly in the form of 
diatoms.   

 

 



In summary, to date there has been little success in determining reliable values for attributing 
ocean fertilization nutrient volumes to a volume of CO2 being sequestered from the atmosphere.  
Assuming that a reasonable amount of atmospheric CO2 could be sequestered by this method a 
residence time has been estimated to be about 1,600 years, as measured by the C14 to C12 ratio of 
upwelling of deep ocean water off of Peru [61].  

One of the main proposed benefits of this method was that it imitates a naturally occurring 
process and should not pose a significant environmental risk.  However, information has been 
found that suggests that the benefits of this method may be outweighed by some potentially 
hazardous outcomes.  These hazardous outcomes include possible increase in the amount of 
dimethlysulfide produced by several species of phytoplankton, deoxygenation of the oceans 
surface waters, and potential for and increase in methanogenesis that could greatly increase the 
atmospheres methane concentration.  It should be noted that methane is a potent greenhouse gas 
with a global warming potential 21 times higher than CO2 when integrated over a 100-year 
period.  N2O concentrations may also be increased do to nitrogen cycling in the ocean.  N2O is a 
potent greenhouse gas about 206 times as effective, per molecule, as CO2 in radiative heating of 
the atmosphere [60].  In summary, there is not enough data available to properly evaluate this 
methods application to the at-hand problem of sequestering a portion of the atmospheric 
anthropogenic CO2 emissions. 

Public Opinion 
In all, there is a lot of opposition against the above-proposed methods of oceanic sequestration of 
CO2.  Deep ocean injection faces opposition based on the fact that there is no conclusive 
evidence that injection of CO2 to the deep ocean, in the form of lakes, will not cause catastrophic 
changes to the ecosystem [51].   Furthermore, the associated costs involved with capturing, 
compressing, and transporting the CO2 to the deep ocean is potentially costly in both energy 
utilized, thus an increase in the volume of CO2 produced, and capital/operational costs [49].   
The CO2 sequestered is not entirely removed from the atmosphere, it will be stored for a around 
1,000 to 2,000 years before being naturally released to the atmosphere [1].   Ocean fertilization is 
opposed based on some similar reasons as deep ocean injection.  One major issue is the fact that 
there is again no conclusive evidence that dispersal of CO2 into HNLC waters will not cause a 
disruption to the oceans ecosystem.  This method is also not sustainable because it will always 
require available supplies of nitrogen, phosphorous, and iron to remain in operation.  There is 
also the energy penalty associated with the processing and distribution of the nutrients to the 
ocean, which has been estimated to be around 25% [49] of the total fuel costs.  The processing of 
these nutrients will result in an increase of the amount of CO2 produced in the overall process. 

 



Biological Sequestration: Terrestrial Ecosystem  
Knowing that the terrestrial ecosystem is a natural carbon sink, changes in agricultural 
management can potentially increase the accumulation rate of soil organic carbon (SOC) and 
vegetative CO2 uptake, thereby offsetting atmospheric CO2 production from fossil fuel 
combustion and land use changes [62].  For this reason, a critical literature review explaining the 
various methods for improving CO2 sequestration in the terrestrial ecosystem as well as its 
limitations and uncertainties is presented below. 

Terrestrial sequestration incorporates net removal of CO2 from the atmosphere or the prevention 
of CO2 emission from the ecosystem. Since the terrestrial ecosystem includes both soil and 
vegetation, research in the field focuses on means of improving land use management and soil 
texture to enhance CO2 sequestration while considering environmental effects, economics of the 
methods, and public acceptance. As a result of land misuse, the table bellow, shows loss of 
carbon when a tropical forest is converted into different land use. With the aid of this table, we 
can calculate the loss from the forest fire of 1997-1998 in Indonesia national forest (world center 
of bio-diversity) which resulted to a loss of US$9.3 billion. Considering an estimated rate of 
US$20 for every tonne of carbon released, conversion of an open forest to agriculture or pasture 
land result in a global warming damage worth about US$600 to US$1,000/ha, also, conversion 
of a closed to secondary forest causes a damage between US$2,000 to US$3,000/ha while 
converting from primary forest to agriculture causes a damage between US$4,000 to US$4,400  
[63]. To offset and avoid this amount of money requires proper land management assuming that 
the land misuse leads to loss in this amount of carbon.  

Table 4 
Changes in Carbon with land use changes (tC/ha) [63] 

 
 

Methods of terrestrial sequestration include: (1) Afforesatation, reforestation and restoration of 
graded land (2) Agroforestry on agricultural lands (3) Improving growth rate with the aid of 
required nutrients.  

Land Use Management 
In the 1980s and 1990s, increases in CO2 emissions from land mismanagement, either by 
deforestation, biomass burning, or conversion of natural to agricultural systems, was estimated to 
be 1.7 billion ton C/yr and 1.6 billion ton C/yr, respectively, while emissions from fossil fuel 
combustion and cement production were estimated to be between 5.0 billion tons and 6.3 billion 
tons C/yr, respectively [62].  Sequestering a reasonable amount of this CO2 requires improving 
land management practices, reducing the decomposition of organic matter; increasing the 
photosynthetic carbon fixation of trees and other vegetation; and creating energy offsets through 
biomass and other products.  The Food and Agricultural Organization (FAO) of the United 
Nations reported that since afforestation depends mostly on political decisions, agroforestry will 
be an option for a good technical and ecological management plan [64]. Agroforestry is a 

 



farming method that integrates crops with trees and shrubs. Crops are grown with no mulching, 
tillage and plant covers.  This type of farming system has a very high sequestration rate in 
croplands and can sequester about 2 to 9 ton C/yr through the duration of 15 to 40 years 
depending on the type of soil; it is attractive to small farmers but requires a lot of space [64].  
Comparing data evaluation for periods of 20 to 50 years for the FAO project and data from IPCC 
[65], Lal [62] showed that practicing agroforestry with  1 billion ha will sequester 0.2-3.1 tons 
C/ha/yr and 0.5 t C/ha/yr respectively. Also, Robert [64] evaluated carbon storage in different 
ecoregions and showed that 21 to 50 tons C/ha could be offset for a period of 5 to 8 years from 
plant uptake alone, whereas the roots (soil uptake) alone could increase this value by 10%.  
However, using cocao/erythrina as the dominant plant species could have an increase of 10 and 
22 ton C/ha for a period of 10 years. This numbers agreed with those from Nor [65] as stated 
earlier. Adopting agroforestry can triple the carbon stock from 23 to 70 ton/ha through a period 
of 25 years, it can mitigate the CO2 emission from deforestation, provide a sustainable system, 
however, social and cultural issues may be difficult to manage. As stated by FAO Global 
Resources Assessment, “the current global rate of deforestation is around 17 million ha per year” 
[64].  As a result of deforestation on this huge amount of land, the terrestrial ecosystem has lost 
much carbon into the atmosphere and to offset this amount of carbon, there is need to improve 
aforestation. Aforestation practice can sequester significant amounts of carbon through 
conserving old forests and planting new species of timbers (saplings) to replace the very old ones 
before they begin to burn or decompose. The old timbers are turned into useful products and 
have carbon stored in them for as long as 50 years, according to Friends of the Earth 
International.  

In the U.S., different types of forests cover approximately 750 million ha [64], and since 
photosynthesis by plants determines how much carbon is stored in soil, trees, and vegetation, 
improving forest growth is of benefit to carbon sequestration in the terrestrial ecosystem.  It is 
reported that typical sequestration potential available in the tropics through aforestation and 
reforestation may be estimated between 3.2 to 10.0 t C/ha/yr, assuming land availability of 700 
million ha which is projected to sequester 42 to 59 t C for 50 years [36]. The forest as a carbon 
sink can increase its CO2 fixation if afforestation is enhanced through planting species of trees 
that suit various climatic regions at the appropriate time of the year. However, the rate of carbon 
sequestration depends on the growth characteristics of the species, the density of the tree’s wood 
and the condition for growth where the tree is planted.  To maintain the forest, small stems are 
removed at various development stages to permit higher growth rates.  The rate of carbon 
fixation is higher in younger stages of trees, between 20 to 50 years, and growth rate has been 
improved through a tree improvement campaign [66] to about 30 cubic meters/ha/yr.  FAO 
estimates that there are between 1.5 and 2.0 million ha of trees planted every year to increase the 
forestry CO2 sequestration rate, and the available land for planting is between 300 to 400 million 
ha in developing countries. This could be a good spot for afforestation in addition to the natural 
forests in Brazil and Papua New Guinea, which could potentially have more than 70% of land as 
natural forests [36] if the Canadian International Development Agency (CIDA) project for 
improving forestry management is adhered to. Therefore, planting species of plants such as 
aspen, which can serve as a carbon storage and also as biofuel, will sequester up to 4.5Mg C/ha 
yr [65]. Furthermore, forestry products can serve as carbon store when substituted for building 
materials such as bricks, concrete, steel, and aluminum, but they need to be replaced with fast 
growing saplings. Also, substituting fossil fuels with biofuels crops (sugarcane, corn, potatoes, 

 



wheat, bamboo) and wood is being projected to replace 3.5 Gt of fossil fuel by 2050 [65]. This is 
based on the classification of biofuels, unlike fossil fuels, as “carbon-free” [66].  

Species of trees like Eucalyptus grow in excess of 50 cu. m/ha/yr and this rate can be increased 
by proper selection and breeding with help from modern biotechnology. Similar species are the 
Pinus spp, Tectona granids and Acaci spp. As a result of their growth rate and ability to 
withstand harsh environment, they can serve in the reclamation of degraded mine lands for 
afforestation. With this option, abandoned mine lands may be reclaimed through the use of flue 
gas desulphurization (FGD) slurry byproducts from a coal fired power plant. The calcinataed 
slurry can be used to neutralize acid mine drainage and make lands available for planting of trees 
like sweet-gum and cycoma which have the potential to sequester 70 to 90 metric tons of carbon 
per 1.5 to 2.0 ha of land per year [67]. This is a sequestration method that is likely to be efficient 
in the U.S, which has countless acres of mined lands. In the U.S., out of a total of 118 milllion 
tons per year of flue gas desulphurization solid, fly ash, and other products, only 31% is put into 
use while the rest end up in landfills. To increase this 31%, the high alkalinity level of fly ash 
produced during the combustion process buffers the high acid mine drainage (AMD) and provide 
nutrients for new generation. Though not all fly ash can be used because of their different 
chemical composition based on the type of coal burned. Some fly ash contains insoluble silicon, 
iron oxide and aluminum and can also contain soluble metal and metal oxide which when 
exposed to water; the metal in fly ash could leach into the environment polluting surface or 
ground water. 

While developing this strategy, there is need to protect the terrestrial soil.  Knowing that the soil 
is a large body estimated to contain 70% of all terrestrial carbon, research shows that adapting 
Recommended Management Practice (RMP) can improve the soil fixation on agricultural soil 
while having positive impact on food security, water quality and the environment [62].  Soil 
organic carbon (SOC) depletion has emitted 78 billion ton of carbon into the atmosphere as a 
result of low soil nutrients, improper mulching, and erosion, and practicing RMP will offset this 
enormous amount of CO2.  RMP involves maximizing energy, nutrients application, irrigation, 
no-tillage, and low or zero fallowing. With no tillage farming, records show that carbon 
sequestration ranging from 200 Kg/ha/yr in the dry region to 600 Kg/ha/yr in cold region and this 
rate can be increased to 300 to 1000 kg/ha/yr by applying appropriate cover crops [64].  
Conservation tillage (growing crops with minimal cultivation) was estimated to sequester 0.1-0.2 
tC on 3 billion ha of dry land and 0.2-0.5 on 2 billion ha of tropical forest [64]. Fallowing, for 
instance, should be eliminated in the summer because it keeps the soil moist and enhances 
mineralization [62].  In essence, the objective is to maintain a dense vegetal cover on the soil 
surface such that biomass carbon can be returned to the soil. 

Other RMP that can enhance terrestrial CO2 sequestration is erosion prevention, where 150 to 
1500 million tC/yr were estimated as the global loss of carbon due to erosion [64]. Also, 
increases in soil temperature will alter the rate of soil decomposition most strongly in the boreal 
and Polar Regions, where projected climate change impact on soil quality shows that an increase 
in the soil temperature by 3ºC results in depletion of the soil organic pool by 28% [62]. So, 
preventing soil erosion can be done through the use of cover crops, wind break, and boundary 
planting with the aid of trees and other shade crops (erythrina spp, Inga spp, cacao-E and 
poeppigiana) which are capable of increasing SOM by 42 and 16 Mg C/ha [68]. On the other 
hand, boundary planting shield an area from wind damage and have positive effect on soil 

 



characteristics/crop production. Studies show that the potential of Calliandra Calthyrsus as a live 
fence in species in Costa-Rica can sequester 20Mg C/ha while in Mexico, C sequestration using 
fencing trees were reported to store 24 to 36 Mg C/ha during a cycle of 25-30yrs [68]. Previous 
research also shows that improved fallow in western Kenya enhances CO2 sequestration rate 
[68]. 

For the success of the above mentioned methods in land management, the soil requires 
application of nutrients such as fertilizers and manure/compost, which can manipulate the 
terrestrial ecosystem for the uptake and sequestration of CO2. A study on U.S. forests shows that 
forest growth increases by 25% with the application of fertilizers, improving CO2 storage by 0.45 
Mg C/ha/yr [64]. Soil nutrients such as compost or manure are traditionally used to add organic 
matter to the soil with a relatively high carbon sequestration rate of 0.2 to 0.5 tons C per 20 tons 
of compost/ha.  However, the problem with composting is the inability to maintain the microbial 
temperature and its decreasing source due to animal husbandry. Also, increases input of soil 
carbon can lead to progressive immobilization of soil nutrients, and hence decreases in nutrients 
uptake which, in-turn, lowers the amount of nitrogen in the leaves and reduces photosynthesis. 

Limitations and Uncertanties 
While considering various RMP, previous research shows that the terrestrial ecosystem requires 
a tropical forest approximately the size of Texas for 30 yrs to reduce CO2 by 7%.  Friends of the 
earth international went further to analyze the long term security of forests as a carbon sink and 
stated that this depends on the relative temperature sensitivity of soil species and the rate of 
decomposition of organic matter; such that certain conditions could result in sink becoming 
source.  An example was in the high latitude boreal forest of Canada where the Russia-Canadian 
forest transitioned into a CO2 source following two decades of growth. Other benefits include the 
possibility that developing countries could be the beneficiary of carbon trading, since they could 
sell areas of rain forest in a carbon credit. 

Offsetting emissions from a 500MW (0.8Mt C/yr) coal fired power station requires a tropical 
forest between 200,000ha and 400,000ha with an upper bound sequestration rate of 2 to 4 tons 
C/ha/yr and lower bound of 0.5t C/ha/yr and a cost of $24-$120/ha [69]. Furthermore, a 
plantation of Acacia mernsii can sequester 7.8t C/ha/yr to offset the 0.8Mt C using about one 
quarter to one third of land space needed by the rain forest.  However, a report by Roper [66] 
explained that the forests are normally the responsibility of government that at the present time 
does not have the budget and staff to manage the forest by today’s standard.  Resent studies also 
show that Nitrogen inputs from agroforestry practice can exceed the required level of some crops 
resulting in the volatilization of excess nitrogen in the form of N2O. In the same way, CH4 can be 
produced during the production and cultivation of rice puddy in agroforestry system [68]. In this 
paper, financial consideration was limited, though previous work explained that “costs, benefits 
and profits varies like biophysical parameters and ought to to be contextualized” while 
management practices should be very economical to make them attractive to farmers [70]. In 
addition, Robert [64] asks an important question, “How can good data for validating and running 
carbon models be obtained?” 

Conclusion 
This paper outlined a review of potential for terrestrial CO2 sequestration based on various 
management practices inline with the RMP. Comparing previous work done, Albrecht and 

 



Kandji stated that the carbon sequestration potential of agroforestry system is estimated between 
12-228Mg /ha. And with 585-1215 x 106 ha suitable for practice, about 1.1 to 2.2 billion C 
would be stored in the terrestrial ecosystem over a period of 50yrs if agricultural systems are 
implemented on a global scale. This implies that improved land management and farming 
practices can sequester a reasonable amount of CO2 along with a suit of co-benefits such as 
reducing run off and erosion, protecting water quality etc. Analyses so far shows that there is 
potential for terrestrial CO2 sequestration, although this potential is limited by land availability 
and other drawbacks as discussed above.  However, proper land and soil management will 
sequester a reasonable amount of CO2 in to the terrestrial biosphere while improving the 
environment and finding general support from the public sector. 

 



CO2 sequestration by mineral carbonation  
The identified critical issues relating to CO2 sequestration by mineral carbonation are: selection 
of minerals; process routes: pre-treatment, direct & indirect carbonation; thermodynamics and 
kinetics; and economic and energetic consideration. The results of the literature research in 
regards of these themes will be present in the following report. 

Selection of minerals 
To be able to react with acid CO2, the mineral has to provide alkalinity. Not all alkali or alkaline 
earth metals containing minerals provide alkalinity. Alkalinity is derived from oxides or 
hydroxide. This can be explained by showing the processes occurring during dissolution, e.g.: 

 CaO (s) + H2O (l) →  Ca2+ (aq) + 2OH- (aq) (eq. 1) 
 Mg3Si2O5(OH)4 (s) + H2O (l)  3Mg2+ (aq) + 2SiO2 (s) + 6OH- (aq) (eq. 2) →

Another (weaker) source of alkalinity is carbonates. This can be illustrated by the dissolution of 
calcite and the subsequent second dissociation step of carbonic acid. 

 CaCO3 (s) →Ca2+ (aq) + CO3 2- (aq) (eq. 3) 
 CO3 2- (aq) + H2O (l)  HCO3 - (aq) + OH- (aq) (eq. 4) →

Although it is easier to convert carbonates into bicarbonates than to carbonate a silicate mineral 
(Lackner, 2002), oxides and hydroxides are preferred. Controlled storage is only possible for 
carbonates, because carbonates are almost insoluble in water while bicarbonates are fairly 
soluble. Part of the sequestrated CO2 would be released, if bicarbonates were dissolved in 
rainwater. 

Ca(HCO3)2 (s) →Ca2+ (aq) + 2HCO3
- (aq) Ca2+ (aq) + 2CO2 (g) + 2OH- (aq) (eq. 5) →

Calcium and magnesium rarely occur as binary oxides in nature. They are typically found in 
silicate minerals. These minerals are capable of being carbonated because carbonic acid is a 
stronger acid than silicic acid (H4SiO4). Thus silica present in the mineral is exchanged with 
carbonate and the mineral is carbonated. Igneous rocks are particularly suitable for CO2 fixation 
because they are essentially free of carbonates. The main candidate magnesium-rich ultramafic 
rocks are dunites, peridotites and serpentinites. The first two can be mined for olivine, a solid 
solution of forsterite (Mg2SiO4) and fayalite (Fe2SiO4). Ore grade olivine may contain alteration 
products, such as serpentine (Mg3Si2O5(OH)4) and talc (Mg3Si4O10(OH)2). Serpentine can take 
the form of antigorite, lizardite and chrysotile. The main calcium-containing candidate is 
wollastonite (CaSiO3). The composition of various minerals and their specific CO2 sequestration 
capacity are given in Table 5 and the distribution of magnesium silicate mineral deposits 
worldwide is reported in Figure 15. 

 

 

 

 



Table 5 
Composition of various minerals and CO2 sequestration characteristics [71, 72] 

 
 

Rc = mass ratio of rock needed for CO2 fixation to carbon burned. RCO2 = corresponding mass 
ratio of rock to CO2. 

 
Figure 15 

Distribution of magnesium silicate mineral deposits worldwide [73] 

The worldwide resources that can actually be mined are, however, unknown. Studies have been 
performed at individual peridotite/serpentinite bodies. Two selected reservoirs in the United 
States are Twin Sisters, Washington, and Wilbur Springs, California, which are capable of 
sequestering the globally emitted CO2 for 2 and 5 years respectively [74]. Lackner indicated a 
deposit in Oman of 30,000km3 magnesium silicates which alone would be able to store most of 
the CO2 generated by combustion of the world’s coal reserves [75, 76]. Basalt, which is rich in 
calcium, is ubiquitous, but it is difficult to extract the reactive components from the mineral 
matrix [77]. In the DOE research program olivine and serpentine are selected because of their 
large abundance in nature and the high molar ratio of the alkaline earth oxides within the 
minerals [74]. Other researchers, including Wu, concluded that talc and wollastonite would be 
the most appropriate minerals [71]. 

Alkaline solid wastes 
Most available literature deals with mineral CO2 sequestration using mineral rock as feedstock. 
An alternative source of alkalinity could be the use of solid alkaline waste materials, which are 
available in large amounts and are generally rich in calcium. Possible candidates are, among 
others, asbestos waste, iron and steel slag and coal fly ash [78]. The carbonation of alkaline 
waste materials has two potential advantages: these materials constitute an inexpensive source of 
mineral matter for the sequestration of CO2 and the environmental quality of the waste materials 
(i.e. the leaching of contaminants) can be improved by the resulting pH-neutralization and 
mineral neoformation. 

 



Pre-treatment 
The pre-treatment options that will be taken in consideration are: size reduction, magnetic 
separation and thermal treatment. 

Size reduction 
To achieve a reasonable reaction rate the minerals have to be ground. The reaction rate increases 
with the surface area. Among others, O’Connor examined the influence of the particle size on the 
conversion. These authors found that a reduction from 106-150µm to <37µm increased the 
conversion in their experiments from 10% to 90% [79]. Attrition grinding, however, is energy 
intensive and difficult to conduct on a large scale. 

Magnetic separation 
The oxidation of iron (magnetite) slows down the carbonation of serpentine due to the formation 
of a layer of hematite on the mineral surface [80]. To execute the process in a non-oxidising 
atmosphere complicates the process and increases the costs significantly. Magnetic separation of 
the iron compounds prior to the carbonation process resolves this complication [78]. 
Furthermore, a potentially marketable iron ore by product is formed [81] When a combination of 
magnetic separation and thermal treatment is used, it is more effective first to conduct the 
magnetic treatment step [82]. 

Thermal treatment 
Serpentine contains up to 13% by weight of chemically bound water. By heating the serpentine 
to 600-650°C the water is removed and an open structure is created [79]. This significantly 
improves the reaction kinetics owing to the increase reactive surface. For example heat-treatment 
of antigorite increased the surface areas from 8.5m2/g to 18.7m2/g [78]. The heating process can 
be further extended to higher temperatures in order to separate, for example, MgO from its 
matrix. Temperatures above 900°C are needed for serpentine and even higher values for olivine 
[83]. The mineral porosity can also be increased by treatment with steam [78] or supercritical 
water (T=385°C, p=272atm) [79]. 

Direct carbonation 
Direct carbonation of a mineral can be conducted in two ways: as a direct dry gas-solid reaction 
or in an aqueous solution. 

Direct gas-solid carbonation with CO2 
The most straightforward process route is the direct gas-solid carbonation. This was first studied 
by Lackner [84]. Various reactions depending on the feedstock are possible. High CO2 pressures 
are necessary in order to obtain reasonable reaction rates. The reaction rate can further be 
improved by the use of supercritical CO2 [83]. The produced water dissolves in supercritical 
CO2.  

Aqueous scheme 
From natural rock weathering it is known that water greatly improves the reaction rate. A process 
developed on based on this principle is the carbonic acid route [79, 85], in which CO2 reacts at 
high pressure in an aqueous suspension of forsterite or serpentine. First, CO2 dissolves in the 
water and dissociates to bicarbonate and H+ resulting in a pH of about 5.0 to 5.5 at high CO2 

 



pressure; then the Mg2+ is liberated from the mineral matrix by H+; finally, the Mg2+ reacts with 
bicarbonate and precipitates as magnesite. A bicarbonate/salt mixture (NaHCO3/NaCl) can be 
used to accelerate the reaction [79]. The sodium bicarbonate increases the HCO3

- concentration 
and thus accelerates the carbonation reaction. An increase of 0.5-1.0g/l CO2 in distilled water to 
20g/l CO2 in a NaHCO3/NaCl-solution has been reported [80]. The reaction can take place at a 
lower pressure. Used concentrations are about 1M NaCl and 0.5-0.64M NaHCO3 and a 15% 
containing slurry solids is used. The solution is buffered at pH 7.7 to 8.0 [81]. The addition of 
NaCl increases the release of Mg2+ ions from the silicate by creating soluble complexes and thus 
lowering the magnesium activity in solution [81]. The solution chemistry can be further 
improved by adding alkali metal hydroxides. Thus the pH of the solution is elevated and the 
absorption of CO2 is further improved. The hydroxide is also not consumed. Another option that 
could improve the dissolution of serpentine and simultaneously elevate the pH is the addition of 
Na2CO3. 

Indirect carbonation 

HCl extraction route 
To extract the magnesium from the mineral matrix hydrochloric acid can be used [72, 84]. The 
process was originally developed during World War II as an alternative route producing 
magnesium. As an example, the process steps using serpentine as feedstock are given. First, the 
magnesium is extracted from the mineral with the help of HCl. The use of an excess HCl results 
in an acid solution in which the magnesium dissolves as MgCl2·6H2O. The HCl is recovered by 
heating the solution from 100 to ±250°C. During this temperature increase, the MgCl2·6H2O first 
loses its associated water, resulting in MgCl2·H2O and, finally, HCl separates instead of further 
water release. The MgCl(OH) reforms to magnesium hydroxide when water is reintroduced and 
finally, the Mg(OH)2 is carbonated. The thermodynamics of the process have been studied in 
detail by Wendt [86].. The third step of the process in which Mg(OH)2 is formed has a positive 
Gibbs energy change and therefore the energy consumption of the process is considerable [87]. 

Molten salt process 
A first approach towards lowering energy consumption is the use of a molten salt 
(MgCl2·3.5H2O) as an alternative extraction agent [86].The salt is recycled within the process. 
There are two options. In the first process, Mg(OH)2 is produced and carbonated separately. In 
the second process, the steps are integrated into one step. The steps for the first process are: 
MgCl2·3.5H2O is used as solvent to produce Mg(OH)2; the serpentine is dissolved in the molten 
salt (T=±200°C); then the silica is precipitated (T=±150°C), water is added and Mg(OH)2 
precipitates: the MgCl2 is partially dehydrated in order to recover the solvent (T=±110-250°C) 
and finally the magnesium hydroxide is separated and carbonated.  

In the second process the carbonation takes place directly in MgCl2·3.5H2O(l), the CO2 pressure 
is about 30 bar [88]. Important drawback of this route is the corrosive nature of the solvent. This 
causes construction and operational difficulties. Furthermore, in spite of recycling, make-up 
MgCl2·3.5H2O is needed. Based on a detailed assessment, Newall concluded that a commercial 
supply of MgCl2 of this scale is probably unrealistic and if at all possible, unaffordable [88]. 

 



Wollastonite carbonation using acetic acid 
A second approach towards the reduction of energy consumption is the use of other acids than 
HCl. Kakizwawa selected acetic acid to extract calcium ions from wollastonite [89]. The route 
consists of two steps. First, wollastonite is treated with acetic acid, then the calcium is 
carbonated and the acetic acid recovered in a combined step. So far, this route has not received 
much attention in the literature. The main advantage of the route is the ability to speed up the 
carbonation process by extracting reactive compounds from the matrix without using 
hydrochloric acid. 

Dual alkali approach 
The dual alkali approach is based on the Solvay process in which sodium carbonate is produced 
from sodium chloride using ammonia as a catalyst [90], then  the ammonia is recovered and, 
finally, if desired the bicarbonate can be converted to a carbonate. In order to improve energy 
efficiency, research on the modification of the process has been done. In the modified process 
HOCH2CH2(CH3)NH is used instead of ammonia [90]. 

Thermodynamics  
Carbonate is the lowest energy-state of carbon. The carbonation reactions of magnesium and 
calcium oxide are strongly exothermic[72]: 

 CaO (s) + CO2 (g) →  CaCO3 (s)  (∆Hr = -179kJ/mol) (eq. 6) 
 MgO (s) + CO2 (g) →  MgCO3 (s)  (∆Hr = -118kJ/mol) (eq. 7) 

The carbonation reaction with gaseous CO2 proceeds very slowly at room temperature and 
pressure. Increasing the temperature increases the reaction rate. However, because of entropy 
effects, the chemical equilibrium favours gaseous CO2 over solid-bound CO2 at high 
temperatures (calcination reaction). The highest temperature at which the carbonation occurs 
spontaneously depends on the CO2 pressure and the type of mineral.  

Kinetics 

Dry carbonation 
Research focuses on the dry carbonation of calcium and magnesium oxides and hydroxides. The 
carbonation of CaO and Ca(OH)2 progresses very rapidly and proceeds towards completion in 
several minutes at elevated temperature and pressure [84]. The advantage of a fast reaction of 
calcium minerals, however, is counterbalanced by their low concentrations in naturally occurring 
ores, which makes them less suitable as feedstock. The concentrations of magnesium in ores are 
generally higher, but the carbonation rate of MgO is slow. The reaction of Mg(OH)2 can be fast 
enough for an industrial process [84]. The kinetics of the carbonation of Mg(OH)2 have been 
investigated in detail by McKelvy [91, 92]. 

The activation energy of the dehydroxylation of magnesium hydroxide is 146 kJ/mol and the net 
activation energy of the combined carbonation and dehydroxylation is 304 kJ/mol. The optimum 
temperature is 375°C. At this temperature the reaction proceeds quickly and the carbonated 
product is thermodynamically favoured [93].  

 



Aqueous carbonation 
In an aqueous process the magnesium or calcium first has to dissolve from the matrix into the 
water. Two possible routes of the carbonation reaction are: a direct conversion of Mg2+ into 
magnesium carbonate and an indirect route via hydromagnesite [78]. A detailed analysis of the 
rates of the various aqueous route process steps was made by Guthrie [94]. These authors 
concluded that the dissolution of the magnesium silicate is an important step that probably 
determines the reaction rate. The dissolution rate differs for the various minerals. Thermal pre-
treatment is known to increase the dissolution rate of serpentine. Another important factor is the 
role of silica. On the dissolving particles a silica-enriched layer may develop that changes the 
rate and mechanism of dissolution. This layer is formed by incongruent dissolution [94]. This is 
the subject of further studies. Wu concluded that the rate-determining steps for the carbonation 
of wollastonite are the dissolution of calcium from the matrix and the carbonation in aqueous 
solution [71]. These authors also suggested that the slow reaction rate might result from the 
development of a thin product layer on the surface.  

For the aqueous route this effect is counteracted by a decreasing solubility of CO2 in the water 
phase, thereby resulting in an optimum temperature. Gerdemann et al. found an optimum 
temperature for olivine at 185°C and 155°C for serpentine [95]. Fernandez found that the 
kinetics of the carbonation of MgO at atmospheric pressure can be described by a shrinking 
reaction core model [96]. The activation energy these authors found is 29.1 kJ/mol. The rate-
determining step seems to be the reaction between the precipitated magnesium carbonate on the 
surface and the CO2 to form bicarbonate. This looks contradictory to remarks made by Lackner 
[77]. However, the formed magnesium carbonate precipitates on the surface and thus hinders 
further carbonation. If bicarbonate is formed the magnesium dissolves and new magnesium 
oxide can react. 

Economic and energetic consideration 

Economic consideration 
For mineral CO2 sequestration the costs can be further divided into costs for the pre-treatment of 
minerals and for the sequestration process itself. Second, costs can be split up in fixed 
(investment costs) and variable costs (energy consumption, raw materials needed, etc.).  Very 
few detailed cost analyses of mineral CO2 sequestration are available. As an indication, scale-up 
of current laboratory practices leads to costs of about 70€/ton. A major part of the costs comes 
from the heat treatment step. If this problem can be overcome, costs of about 20-30€/ton seem a 
realistic target [77] The mining costs for mineral CO2 sequestration are small and are estimated at 
3-5€/ton [78]. As an indication, the costs for extraction, concentration and transport of CO2 are 
estimated at 31€/tonCO2 [78].  

Energetic balance 
A single 500 MW power plant generates about 10,000 ton CO2/day. To sequester this amount of 
CO2 via the mineral route would require approximately 23,000 ton/day of magnesium silicate 
ore. Feedstock minerals are produced as by-products at several existing mines, but a massive 
increase in mining activities would be necessary to facilitate large-scale mineral CO2 
sequestration [74]. In addition to these considerations, mineral CO2 sequestration technologies 
involve other environmental impacts such as the consumption of extra energy. Assuming that the 

 



required energy is provided by fossil fuels, mineral sequestration would enhance the use of fossil 
fuels. When mineral sequestration is applied at a power plant, the extra energy consumption 
would consequently decrease its efficiency. Kakizawa calculated a decrease from 40% to 32% 
for a thermal power plant [89]. 

 A large part of the energy consumption comes from the pre-treatment of the feedstock. Heat 
treatment of 1 ton of serpentine to remove chemically bound water requires 200-250kWh of 
energy [81]. In addition, Kojima and co-workers estimated that an extra 18.7kg CO2 has to be 
sequestrated to crush 1 ton of wollastonite from 0.2m to 75µm; 1ton CaSiO3 can sequestrate 
278kg CO2  [97]. 

To determine the overall energy consumption, the capture of CO2 also has to be taken into 
account. As an indication the amount of energy needed for separation and compression of CO2 
from power plants has been calculated at the Massachusetts Institute of Technology [98]. The 
energy costs for CO2 capture are 0.147 MW for the IGCC, 0.256 MW for the PC and 0.138 MW 
for the NGCC power plant per net megawatt power output of the power plant. Kakizawa and co-
workers have estimated an energy consumption of 0.07MW per MW produced by a thermal 
power plant [89]. The overall energy consumption of mineral carbon sequestration would be 
125-250 MW for a 500MW power plant.  

 



Biological Sequestration: Industrial-Bioreactor  
Sequestering CO2 by biological means through photosynthesis represents an attractive option 
because it is clean and renewable.  However, several challenges exist.  Primarily, the rate is slow 
for most photosynthetic processes, which creates large land requirements.  In an effort to make 
the process faster and to reduce land requirements, many have begun work on designing and 
industrializing process that utilize photosynthetic microbes because of their relatively quick 
growth rates, biological growth density potential, and ease of utilization.  Previously, several key 
issues had been identified with regards to the design of an industrial bioreactor system.  The 
following is a literature review, analysis, and discussion relating to the key issues. 

Microbial Selection 
Microalgae can be considered as any microscopic, unicellular microbe that is, at least some of 
the time, photoautotrophic [99].  There are tens if not hundreds of thousands of species believed 
to exist.  However, as a class of organisms in biology, there is relatively little known about these 
organisms.  Of the vast numbers of species that exist, only a few (maybe hundreds) have been 
investigated for their potential usefulness in society and in industry [99].  In recent times, many 
investigators have been attempting to apply these microbes to the issue of CO2 sequestration 
because of their relatively fast fixation rates (more than 10 times that of a typical tree [100]).  
Vast numbers of microbes have been screened for potential and many have been found to work 
[100-103].  The microbes must have the highest fixation rates possible, efficiently convert light 
into high value biomass, survive at the highest possible temperature, and have tolerance to the 
flue gas [101].  The species that have demonstrated the most promise include Synechocystis 
aquatilis SI-2 [100, 103], Botryococcus braunii SI-30 [100, 103], several strains of Chlorella [99-
101, 104], and Nostoc 86-3[99, 102]. 

Synechocystis aquatilis SI-2 showed the highest CO2 fixation rate of 1.5 g/l/day [100, 103].  
Botryococcus braunii SI-30 showed a similar fixation rate of close to 1.25 g/l/day, but also had 
the advantage of high hydrocarbon production within the cell of approximately 15wt% by dry 
weight basis [100, 103].  However, these species were not found to have optimal growth rates at 
temperatures around 25-35oC [100, 103].  This makes them less desirable for direct flue gas 
injection and their tolerance to flue gas contaminants is not reported. Chlorella showed decent 
fixation rate of approximately 0.78 g/l/day [101] on a volumetric base and high biomass growth 
on an area base of almost 23g/m2/day [104].  In addition, it demonstrated good thermal resistance 
and tolerance to flue gas composition [101, 104].  Nostoc 86-3 was used in a DOE project to 
grow on films and showed a decent fixation rate of approximately 10g/m2 film area/day under 
conditions of almost 50oC and being fed flue gas [102].   

There is hope that genetic engineering will lead to improved fixation and production.  For 
example, carbonic anhydrase is responsible for the catalytic formation of CO2 from bicarbonate 
within the cell.  Enhancing the concentration of carbonic anhydrase has been shown to have 
positive impact on the fixation rate [105].  Synechococcus sp. PCC7942 was genetically 
enhanced to improve the carbonic anhydrase concentration and was shown to have a higher 
fixation rate [103].  There is also work being done to increase the yield of valuable byproducts 
such as Astaxanthin, Phycocyanin, Phycoerythrin, β-Carotene, Tocopherol, ARA, and DHA 
[104-106].  Most of these markets are fast growing or burgeoning today [105]. 

 



Photobioreactor Systems 
Perhaps the greatest challenge is to maximize the production of photosynthetic microbes through 
the design of the photobioreactors (PBR).  There are several bioreactor types which can be 
classified as closed, open, indoor, and outdoor as seen in  

Table 6.  Issues to consider in the selection and design of a PBR include the control of light 
intensity and efficiency, temperature, and nutrient mix as well as cell culture protection, CO2 
injection and loss to the atmosphere, biomass harvesting, land footprint, and capital and 
operating costs. 

Table 6 
CommonReactor Types 

 Open Closed 
  Mixed Tank [100] 
Indoor  Vertical Film [102] 
   

 Pond [100, 107] 
Tubular [99, 101, 
108] 

Outdoor 
Raceway[101] 
 Thin film [104] Flat Plate [71, 101] 

   
 

Outdoor open systems are the simplest type of PBR’s.  The entire solution is exposed to direct 
sunlight in an open atmosphere.  Outdoor open systems share the benefit of inexpensive 
operating costs.  However, the land requirements are quite large in comparison because they to 
not make efficient use of light.  Moreover, there is little to no control of culture environment 
(temperature, protection, etc).  In addition, there can be quite a large loss of CO2 to the 
atmosphere.  In experimentation with thin film, outdoor reactors it was found that as much as 
21% of the CO2 dissolved into aqueous media escaped to the atmosphere [104].  The amount 
escaping to the atmosphere from the other types of outdoor reactors would be expected to be 
much less because the atmosphere exposed area to reaction volume ratio is much lower.  Even 
so, this kind of loss poses serious efficiency losses and could pose work and environmental 
hazards.  Further, regulations may prohibit such quantities of emissions at ground level.  Typical 
aerial productivities for pond and raceway reactors are between 8 and 14 gBDW/m2/day [101].  
BDW stands for BioMass on a Dry Weight basis and is equal to half the weight of CO2 that went 
into it [102]. 

Outdoor closed systems have the advantage of cell culture protection and relatively small aerial 
footprints [71, 108].  Within this class of reactors, the organisms and growth media are pumped 
through a network of photo transmitting tubes or plates which are in direct exposure to sunlight.  
This prevents loss of CO2 to the atmosphere and can generally increase the production per square 
meter of land because one has more control over the light exposure conditions [71, 101, 108].  
Furthermore, because the organisms are contained within a closed circulating loop, harvesting 
and control of nutrient mix is much easier [101].  Aerial productivities have been reported to be 
as high as 130 gBDW/m2/day by this method [101, 108]. 

 



 

Indoor closed systems have the advantage of complete control over microbial environment.  
Productivities should be the highest for this method because the environment is as close to 
optimum in growth conditions as possible all of the time.  However, these systems are complex 
and expensive because they now need to have a light collection and delivery system.  Even so, 
the cost may be offset through high productivity and the ability to hybridize the collected light.  
That is to say that only the photosynthetically active radient (PAR – 400 to 700nm [71, 104, 
109]) is sent to the PBR, while the rest is filtered off and used elsewhere for something like 
photovoltaic generation or heat [100, 102, 110]. 

The greatest challenge in designing a PBR is controlling the light intensity that the microbes are 
exposed to.  This is an important issue because it greatly affects the required size of the light 
collection system.  There is a light saturation point for which the photoactive molecules can no 
longer convert all active light into chemical energy at maximum efficiency.  Below this 
saturation point the photosynthetic efficiency is in the range of 20-24% of PAR (roughly 10-12% 
total solar irradiation) [107, 109].  Above the saturation point, the efficiency drops rapidly and 
then levels out around 30 times the light saturation intensity at a thermodynamic efficiency of 
about 3% of PAR [109].  This is shown in Figure 16. 

 
Figure 16 

Photosynthetic Efficiency vs Light Intensity [109] 

Here, Io is the incident light intensity, Is is the saturation light intensity, Es=Is/Io(ln(Io/Is+1) is 
the light utilization efficiency as proposed by V. Bush, and ET is the over all efficiency defined 
as the higher heating value of the biomass over the light energy in the PAR [109].  Es is a 
measure of the absorption of photons by photosynthetic pigments [109].  ET scales with Es but is 
not equal to it because the conversion efficiency of excited pigment states to chemical energy is 
approximately 20% [109].  For most microbes, the saturation intensity (measured in moles of 
photons per area per time) is in the region of 200 μmol/m2/s and the typical light intensity of a 
summer day is around 2000μmol/m2/s [109]. 

 



This principle can be seen in the study done on the outdoor thin film reactor by Doucha.  In this 
experiment, reaction slurry that contains nutrients, dissolved CO2, and the microbes was pumped 
over a slightly inclined plane that was exposed to direct sunlight.  In doing so, a thin, consistent 
falling film was developed over the surface of the inclined plane. Figure 17 shows the flux of 
oxygen out of the thin film culture as a function of PAR light intensity.  The flux of oxygen 
should be directly proportional to the rate of photosynthesis.  The data is consistent with the 
theory set forth by V. Bush as seen in Figure 18 [104, 109].   

 
Figure 17 

Oxygen Evolution vs PAR irradiance for Thin Film Outdoor Reactor [104] 
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Figure 18 

Theoretical Calculation of Oxygen Evolution as a Function of PAR Irradiance 

Notice that the authors fit to the data is somewhat different than the expected theory, but also 
notice that the theory also closely predicts the trends in the data.  It is reasonable to expect that 
the rate of photosynthesis is proportional to ET=0.2*Es from Bush’s theory, and the PAR light 
intensity.  It is also known that photosynthesis produces glucose, for every mole of glucose, 6 
moles of oxygen are evolved, and that the heat of reaction is 2805 kJ/mol glucose.  The theory 
then predicts the rate of oxygen evolution as: Rate=k*ET*Io, where k=Molar 
Ratio(O2:Glucose)*Mwt(O2)/HeatofRxn(Glucose)*3600 which has units of gO2/hr, Es and Io 

 



are defined above, and Is was 45W/m2.  The Molar ratio is 6, the Mwt is 32, and the Heat of 
reaction is 

Figure 19 is data from the same study that shows light intensity and cell culture temperature vs 
the time of day.  From Figure 19, it can be seen that for the majority of the day, the light intensity 
is above 300 W/m2.  It is quite evident that for the majority of the day the microbes are being 
forced to work in an intensity region that is quite inefficient.  It is a small wonder then, that the 
overall efficiency was found to be between 5.5 to 6.9% of PAR rather than closer to 20% [104].  
It is also not surprising that the utilization of PAR energy percentage grew as the data collection 
date moved away from the summer solstice because the exposure angle grew lowering the light 
intensity.  For the same reason, placing plate or tube banks at an angle to the incident radiation 
can improve the overall productivity per square meter of land area by an order of magnitude 
[101, 108].  Placing the tube banks at an angle allows the light to be spread out over the reactor 
area, thereby reducing the light flux per square meter of reactor.  

 
Figure 19 

Light Intensity (white triangles) and Culture Temperature (black triangles) vs Time of Day [104] 

If operating at high light intensities, a large change in angle to incident light (change in light 
flux) results in a small change in photosynthetic rate per square meter of reactor area as seen in 
Figure 17; however, a large change in angle to incident light can result in a large change in total 
reactor area exposed to light.  It was found that an angle of approximately 80o between the sun at 
its highest point in the day and the plane of the reactor results in highest productivities per square 

meter of land [108].  Furthermore, placing the reactor at an angle has the effect of evening out 
the solar flux throughout the day as seen in Figure 20.  The incident angle is given above the 

line.  

 



 
Figure 20 

Total Reactor Photon exposure per second vs Time of day [108] 

 

From what was observed from inclined tube and plate designs, it is beneficial to lower light 
intensity while shortening the light path distance.   This would be applicable to volume 
normalized production (as opposed to area normalized production schemes such as film and plate 
PBR) as well.  It will be good to increase the luminous sources within an indoor PBR while 
lowering the intensity of each source.  This will lower the average light path within the reactor 
and provide consistent, lower light at levels that maximize efficiency.  These conditions will 
allow for the maximum cell density within the reactor and maximize the productivity. 

Light Collection 
Active light collection and transmission is only necessary if used with an indoor reactor.  There 
are four standard light collectors used in the solar industry: parabolic dish array, parabolic 
trough, linear Fresnel reflector, and light tower [110].  In the parabolic dish array, a 
reflector/collector is used that is much the same as a satellite dish.  It actively tracks the sun in 
two axis.  The light is reflected off of the parabolic surface to a focal point at which it is 
collected and utilized or transmitted through fiber optics [110-112].  The parabolic trough is 
quite similar except it is one axis tracking and instead of a focal point, a focal line is created.  
Thus the collector is linear and placed along the focal line [110].  The light can be utilized there 
or transmitted by fiber optics [100, 113].  The linear Fresnel reflector is similar to the trough 
except an array of flat, narrow mirrors is distributed collinearly to the focal line.  The array of 
mirrors can be adjusted in a single axis to focus the light on a linear collector [110].  The light 
tower works somewhat differently.  An array of flat plate reflectors is spread out around a central 
tower.  Each mirror actively tracks the sun such that the reflected light of each mirror hits the 
tower at a common point [110].  At this point, the light would be collected, utilized, or 
transmitted by fiber optics to the reactor.  This kind of array has been widely developed and 
commercialized.  It also has the potential to be most cost effective in a biological application.  
Beam splitting technology has been developed for this kind of system and light collection 
efficiencies of >90% incident ground radiation has been demonstrated [110].  The beam splitting 

 



technology was developed to allow for collected light to be split and active wavelengths sent to 
photovoltaic cells and the rest to thermal generation.  This technology could be adapted to allow 
for photosyntheticly active wavelengths to be sent to a bioreactor, photovoltaicly active 
wavelengths sent to PV cells, and for the remainder to generate heat for a heat cycle.  This could 
help generate capital to pay for the expense of the solar collector. 

Another potentially interesting technology is that of micro dish arrays.  Micro dish arrays were 
developed for the transmission of sunlight through fiber optic lines.  Each dish is sized to the 
optimal transmission intensity of a single fiber optic line.  The dishes are then arrayed on a larger 
panel and the lines collected in a bundle and taken elsewhere for use [111, 112].  If this can be 
done cost effectively and efficiently, it may be a good solution for indoor PBR’s. 

The size and subsequent cost of the solar collector may be prohibitive.  Given a target 
sequestration rate of 4.65Mt CO2/year, a reaction energy of 467.5kJ/mol CO2, a thermodynamic, 
photosynthetic efficiency of 10%, and a daily average solar energy density of roughly 0.375 
W/m2 [114], it was calculated that a minimum of 37.9km2 is needed to support the 
photosynthesis at that rate.  It can also be expected that the cost of the solar collector will be in 
the range of $100/m2, resulting in a capital investment of $3.7 billion [110, 115]. 

It is because of this cost that the light utilization efficiency is critical.  The lower the efficiency, 
the more light energy it takes to complete the photosynthesis and the larger the collector size 
must be.  This must be balanced by the complexity and the cost of the reactor system.  As seen in 
Figure 17, the rate does decrease when light intensity decreases.  When the rate decreases, the 
size of the reactor increases.  Increasing the light utilization will reduce the size and cost of the 
collector, but will increase the size and cost of the reactor.  The largest variable in this is the 
saturation light intensity for given types of organisms.  The response of the rate to changes in 
temperature, pH, nutrient content, etc will be critical to the design. 

Thermal Pretreatment 
For direct flue gas injection methods, the temperature of the flue gas is a problem for the growth 
of microalgae.  The majority of microalgae cannot survive above 35 to 40oC, though some have 
been reported to survive as high as 50oC [101, 102].  Little has been proposed as a solution.  
However, one solution was identified as part of a DOE funded project.  A type of heat exchanger 
termed a translating slug flow exchanger was proposed.  This type of exchanger consists of a 
tube lined with a helical coil through which cooling water is circulated.  The diameter is set such 
that the water condensate forms slugs that travel down the length of the exchanger with the flue 
gas.  During this process the condensate and flue gas are cooled together and the water becomes 
saturated with carbonic acid.  The water and flue gas are then sent to the PBR to be fed to the 
microbes [116].  This represents an interesting blend of technology.  It may also be advantageous 
to include a low temperature heat cycle within the process to recover some energy and do useful 
work. 

Cost Estimates 
Cost estimates range from $0 to $250 per ton CO2 [100, 101, 107, 117].  Some argue that the 
venture could be profitable based on the sale of high value products [99].  The most reasonable 
and in depth study gave a cost of $30 per ton CO2 in 1997 [117].  This, however, will have to be 
amended because of the near doubling of the price of a barrel of oil since that time.  It is also 

 



important to note that the markets for microalgae and microalgae products are new and growing 
fast.  In 1999, the world production of migroalgae biomass was around 7,300 tons/year and the 
market for the major microalgae product, Spirulina, grew by almost 21% [105].  If that is an 
indication of the market trend today, the market for microalgae would be around 18kt.  Even 
with the small market it is important to realize that most markets for microalgae derived products 
are in their infancy.  It is impossible to predict what the value or market potential for certain 
mircroalgae will be, but it looks promising and large [105].  It may very well be that microalgae 
sequestration will have the market support and value to be profitable in the future. 

Conclusion 
Industial PBRs represent and interesting blend of technology which, if done in a carefully 
considered manner and if applied to the correct situation, could provide a solution to excess CO2 
generation in a renewable, sustainable, and economical fashion.  Given that the solar field 
collector costs are comparable for indoor, closed systems, the most cost effective solution may 
be to implement a volume normalized system with a central tower array which can split and 
individually utilize the different wavelengths of light. 

Team Conclusion 
Under the right circumstances, any of the methods investigated above may prove to be viable.  
However, based on our team interests, public perception issues, and logistical issues, a 
combination of an industrial bioreactor system and the geological storage methods will be further 
investigated and recommended as a design. 
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Appendix B 
 

Matlab Code for Light Distribution Modeling 



syms axd adx x d Io c 
em=50; 
kc=2.7; 
kx=4.7; 
saturated_light=45; 
dist=.7; 
 
cellconc=2; 
pct=.95; 
 
ccmin=0; 
ccmax=3; 
n=10000; 
stepsize=(ccmax-ccmin)/n; 
cellconc=zeros(1,n); 
photorate=zeros(1,n); 
Iaparent=zeros(1,n); 
INoLoss=zeros(1,n); 
 
into=saturated_light; 
Iapp=1; 
for p = 0:1000 
 for i = 1:n 
        Iatd=0; 
        Ilost=0; 
        cellconc(i)=ccmin+(i-1)*stepsize; 
        for z=0:100 
            Iatd=Iapp*exp(-em*cellconc(i)/((kc+cellconc(i))*(kx+dist))*dist*2); 
            Iappold=Iapp; 
            Iapp=into+pct^2*Iatd; 
            Inorefloss=into+Iatd; 
            if abs(Iapp-Iappold) < .00001 
                break 
            end 
        end 
        Iaparent(i)=Iapp; 
        Em=0.2; 
        K=0.156; 
        G=2.04; 
        A=1; 
        
R=1.85379905333786/(2.58240989468827+cellconc(i))^5.81859065287705+0.0027152
6957864673; 
        Iutil=(into-(Inorefloss-Iapp))*2; 
        Y=Em*Iutil*A*K-G*R*cellconc(i)*A*dist*10; 
        photorate(i)=Y*44/(12*G*10*A*dist)*1000; 
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        INoLoss(i)=Inorefloss; 
 end 
  
  
 maxrate=max(photorate); 
 for i = 1:n 
        if photorate(i) == maxrate 
            break 
        end 
 end 
     
 apparent_light=Iaparent(i); 
    axd=em*cellconc(i)/((kc+cellconc(i))*(kx+x)); 
    adx=em*cellconc(i)/((kc+cellconc(i))*(kx+dist-x)); 
    I=apparent_light*(exp(-axd*x)+exp(-adx*(dist-x))); 
    Iatzero=subs(I,x,0); 
      
    if abs(Iatzero-saturated_light)/saturated_light < 0.0001 
        break 
    else 
        into=into+(saturated_light-Iatzero)*.05; 
    end 
end 
 
apparent_light 
maxrate=maxrate/1000*24 
ASR=maxrate*dist*10 
cellconcentration=cellconc(i) 
Iatd=Iapp*exp(-em*cellconc(i)/((kc+cellconc(i))*(kx+dist))*dist); 
light_lost=INoLoss(i)-Iaparent(i); 
into 
 
figure(1) 
plot(cellconc,photorate) 
axis([0 ccmax 0 max(photorate)*1.05]) 
xlabel('Cellular Concentration [g dry weight/L]') 
ylabel('CO2 Fixation Rate [g CO_2/m^3/h]') 
 
Iatzero; 
Iave=eval(1/dist*int(I,0,dist)) 
 
figure(2) 
ezplot(I,[0 dist]) 
axis([0 dist 0 1.05*saturated_light]) 
title('') 
xlabel('Position Between Plates [cm]') 
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ylabel('PAR Light Intensity [W/m^2]') 
 
co2perday=4.65/2*1000000*2000*453.59237/365; 
 
TotalVolume=co2perday/maxrate/1000 
 
TotalArea=co2perday/ASR 
 
PARLightRequired=TotalArea*into*2/1000 
 
TotalLightCollectionReq=PARLightRequired*2 
 
LightUtilizationEff=1-light_lost/into 
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Appendix C 
 

Solar Sizing Calculations 
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Appendix D 
 

Capital Estimations 
 

D.1 – PBR System, Break Even with PV 
D.2 – PBR System, 15% ROI with PV 

D.3 – PBR System, Break Even with CCLC 
D.4 – PBR System, 15% ROI with CCLC 

D.5 – Saline Injection with CCLC for power 
D.6 – Saline Injection by Purchasing Power 

D.7 – Saline Injection by Reducing Plant Capacity 



Unit Number 100

CEPCI 462.4

User Added Equipment
Storage 
Tanks Tank Type

Volume         
(cubic meters)

Volume         
(gallons)

Purchased 
Equipment Cost

Bare Module 
Cost

Tk-101 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-102 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-103 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-104 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-105 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-106 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-107 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-108 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-109 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-110 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-111 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-112 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-113 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-114 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-115 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-116 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-117 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-118 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-119 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-120 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-121 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-122 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-123 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-124 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-125 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-126 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-127 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-128 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-129 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-130 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-131 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-132 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-133 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-134 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-135 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-136 Fixed Roof 30000 1,080,000$          1,190,000$          

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost

Bare Module 
Cost

Z-101 Solar Collector 1 1 6,768,053,469$   6,768,053,469$   

Z-102 glass for reactor 1 1 62,000,000$        62,000,000$        

Z-103 supporting equipment 1 1 2,000,000,000$   2,000,000,000$   

Z-104 PV cells 1 1 12,900,000,000$ 12,900,000,000$ 

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost
 

Tk-101 1,640,000$                2,330,000$                NA
Tk-102 1,640,000$                2,330,000$                NA
Tk-103 1,640,000$                2,330,000$                NA
Tk-104 1,640,000$                2,330,000$                NA
Tk-105 1,640,000$                2,330,000$                NA
Tk-106 1,640,000$                2,330,000$                NA
Tk-107 1,640,000$                2,330,000$                NA
Tk-108 1,640,000$                2,330,000$                NA
Tk-109 1,640,000$                2,330,000$                NA
Tk-110 1,640,000$                2,330,000$                NA
Tk-111 1,640,000$                2,330,000$                NA
Tk-112 1,640,000$                2,330,000$                NA
Tk-113 1,640,000$                2,330,000$                NA
Tk-114 1,640,000$                2,330,000$                NA
Tk-115 1,640,000$                2,330,000$                NA
Tk-116 1,640,000$                2,330,000$                NA
Tk-117 1,640,000$                2,330,000$                NA
Tk-118 1,640,000$                2,330,000$                NA
Tk-119 1,640,000$                2,330,000$                NA
Tk-120 1,640,000$                2,330,000$                NA
Tk-121 1,640,000$                2,330,000$                NA
Tk-122 1,640,000$                2,330,000$                NA
Tk-123 1,640,000$                2,330,000$                NA
Tk-124 1,640,000$                2,330,000$                NA
Tk-125 1,640,000$                2,330,000$                NA
Tk-126 1,640,000$                2,330,000$                NA
Tk-127 1,640,000$                2,330,000$                NA
Tk-128 1,640,000$                2,330,000$                NA
Tk-129 1,640,000$                2,330,000$                NA
Tk-130 1,640,000$                2,330,000$                NA
Tk-131 1,640,000$                2,330,000$                NA
Tk-132 1,640,000$                2,330,000$                NA
Tk-133 1,640,000$                2,330,000$                NA
Tk-134 1,640,000$                2,330,000$                NA
Tk-135 1,640,000$                2,330,000$                NA
Tk-136 1,640,000$                2,330,000$                NA
Z-101 9,301,900,000$          18,201,550,000$       
Z-102 85,200,000$              121,300,000$            Unspecified
Z-103 2,748,800,000$          3,913,500,000$         Unspecified
Z-104 12,900,000,000$        12,900,000,000$       

Totals 25,094,900,000$        35,220,200,000$       -$                  
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Material Classification Price ($/ton) Consumption (ton/h) Material Costs ($/y)
Biomass Product 8,374.500$     147.62 10,829,494,724$       

Carbon Dioxide Credits Product 5.000$            266.55 11,674,890$             
water Raw Material 0.985$            60 517,716$                  

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 100,000,000$              

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 3,522,020,000$           
Working Capital 3,522,161,772$           

FCIL 35,220,200,000$         

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 10,841,169,614$         

CRM (Raw Materials Costs) 517,716$                    
CUT (Cost of Utilities) 100,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 900,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.21*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.21

COMd 6,342,867,436$           

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 3

Distribution of Fixed Capital Investment (must sum to one)
End of year One 40%
End of year Two 30%

End of year Three 30%
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) 0.06 Cumulative Cash Position (millions) 33795.36

Discounted Cash Flow Rate of Return 6.50% Rate of Return on Investment 4.80%

Discounted Payback Period (years) 17.4 Payback Period (years) 8.6

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

0 0.00 35220.20 0.00 0.00 0.00 
0 100.00 35220.20 (100.00) (100.00) (100.00)
1 14088.08 35220.20 (14088.08) (13228.24) (13328.24)
2 10566.06 35220.20 (10566.06) (9315.66) (22643.91)
3 10566.06 35220.20 (10566.06) (8747.10) (31391.01)
3 3522.16 35220.20 (3522.16) (2915.82) (34306.83)
4 3522.02 31698.18 10841.17 6342.87 4088.26 4088.26 3177.90 (31128.93)
5 6339.64 25358.54 10841.17 6342.87 5271.66 5271.66 3847.69 (27281.24)
6 5071.71 20286.84 10841.17 6342.87 4739.13 4739.13 3247.89 (24033.35)
7 4050.32 16236.51 10841.17 6342.87 4310.15 4310.15 2773.61 (21259.75)
8 3240.26 12996.25 10841.17 6342.87 3969.92 3969.92 2398.75 (18860.99)
9 2606.29 10389.96 10841.17 6342.87 3703.66 3703.66 2101.28 (16759.71)
10 2324.53 8065.43 10841.17 6342.87 3585.32 3585.32 1909.99 (14849.72)
11 2324.53 5740.89 10841.17 6342.87 3585.32 3585.32 1793.42 (13056.30)
12 2289.31 3451.58 10841.17 6342.87 3570.53 3570.53 1677.02 (11379.28)
13 2289.31 1162.27 10841.17 6342.87 3570.53 3570.53 1574.66 (9804.62)
14 1162.27 - 10841.17 6342.87 3097.17 3097.17 1282.54 (8522.08)
15 - 10841.17 6342.87 2609.02 2609.02 1014.45 (7507.63)
16 - 10841.17 6342.87 2609.02 2609.02 952.54 (6555.09)
17 - 10841.17 6342.87 2609.02 2609.02 894.40 (5660.68)
18 - 10841.17 6342.87 2609.02 2609.02 839.82 (4820.87)
19 - 10841.17 6342.87 2609.02 2609.02 788.56 (4032.31)
20 - 10841.17 6342.87 2609.02 2609.02 740.43 (3291.88)
21 - 10841.17 6342.87 2609.02 2609.02 695.24 (2596.64)
22 - 10841.17 6342.87 2609.02 2609.02 652.81 (1943.83)
23 - 10841.17 6342.87 4651.79 4651.79 1092.90 (850.94)
23 3622.16 850.99 0.06 

Generate CFD
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1   barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6   (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1   m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1   m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                     

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%

Fan Efficiency 80%
Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                 

Update Preferences
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Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19

Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)
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Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Cla Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Unit Number 100

CEPCI 462.4

User Added Equipment
Storage 
Tanks Tank Type

Volume         
(cubic meters)

Volume         
(gallons)

Purchased 
Equipment Cost

Bare Module 
Cost

Tk-101 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-102 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-103 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-104 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-105 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-106 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-107 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-108 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-109 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-110 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-111 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-112 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-113 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-114 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-115 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-116 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-117 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-118 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-119 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-120 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-121 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-122 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-123 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-124 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-125 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-126 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-127 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-128 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-129 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-130 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-131 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-132 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-133 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-134 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-135 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-136 Fixed Roof 30000 1,080,000$          1,190,000$          

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost

Bare Module 
Cost

Z-101 Solar Collector 1 1 6,768,053,469$   6,768,053,469$   

Z-102 glass for reactor 1 1 62,000,000$        62,000,000$        

Z-103 supporting equipment 1 1 2,000,000,000$   2,000,000,000$   

Z-104 PV cells 1 1 12,900,000,000$ 12,900,000,000$ 

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost

 
Tk-101 1,640,000$          2,330,000$          NA
Tk-102 1,640,000$          2,330,000$          NA
Tk-103 1,640,000$          2,330,000$          NA
Tk-104 1,640,000$          2,330,000$          NA
Tk-105 1,640,000$          2,330,000$          NA
Tk-106 1,640,000$          2,330,000$          NA
Tk-107 1,640,000$          2,330,000$          NA
Tk-108 1,640,000$          2,330,000$          NA
Tk-109 1,640,000$          2,330,000$          NA
Tk-110 1,640,000$          2,330,000$          NA
Tk-111 1,640,000$          2,330,000$          NA
Tk-112 1,640,000$          2,330,000$          NA
Tk-113 1,640,000$          2,330,000$          NA
Tk-114 1,640,000$          2,330,000$          NA
Tk-115 1,640,000$          2,330,000$          NA
Tk-116 1,640,000$          2,330,000$          NA
Tk-117 1,640,000$          2,330,000$          NA
Tk-118 1,640,000$          2,330,000$          NA
Tk-119 1,640,000$          2,330,000$          NA
Tk-120 1,640,000$          2,330,000$          NA
Tk-121 1,640,000$          2,330,000$          NA
Tk-122 1,640,000$          2,330,000$          NA
Tk-123 1,640,000$          2,330,000$          NA
Tk-124 1,640,000$          2,330,000$          NA
Tk-125 1,640,000$          2,330,000$          NA
Tk-126 1,640,000$          2,330,000$          NA
Tk-127 1,640,000$          2,330,000$          NA
Tk-128 1,640,000$          2,330,000$          NA
Tk-129 1,640,000$          2,330,000$          NA
Tk-130 1,640,000$          2,330,000$          NA
Tk-131 1,640,000$          2,330,000$          NA
Tk-132 1,640,000$          2,330,000$          NA
Tk-133 1,640,000$          2,330,000$          NA
Tk-134 1,640,000$          2,330,000$          NA
Tk-135 1,640,000$          2,330,000$          NA
Tk-136 1,640,000$          2,330,000$          NA
Z-101 9,301,900,000$    18,201,550,000$  
Z-102 85,200,000$         121,300,000$       Unspecified
Z-103 2,748,800,000$    3,913,500,000$    Unspecified
Z-104 12,900,000,000$  12,900,000,000$  

Totals 25,094,900,000$  35,220,200,000$  -$                  
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Material Classification Price ($/ton) Consumption (ton/h) Material Costs ($/y)
Biomass Product 12,680.000$   147.62 16,397,157,216$       

Carbon Dioxide Credits Product 5.000$            266.55 11,674,890$             
water Raw Material 0.985$            60 517,716$                  

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 100,000,000$              

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 3,522,020,000$           
Working Capital 3,522,161,772$           

FCIL 35,220,200,000$         

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 16,408,832,106$         

CRM (Raw Materials Costs) 517,716$                    
CUT (Cost of Utilities) 100,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 900,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.21*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.21

COMd 6,342,867,436$           

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 3

Distribution of Fixed Capital Investment (must sum to one)
End of year One 40%
End of year Two 30%

End of year Three 30%
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) 29456.13 Cumulative Cash Position (millions) 98380.25

Discounted Cash Flow Rate of Return 15.00% Rate of Return on Investment 13.97%

Discounted Payback Period (years) 6.2 Payback Period (years) 4.5

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

Cumulative Cash Flow 
(Non-discounted)

0 0.00 35220.20 0.00 0.00 0.00 0.00 
0 100.00 35220.20 (100.00) (100.00) (100.00) (100.00)
1 14088.08 35220.20 (14088.08) (13228.24) (13328.24) (14188.08)
2 10566.06 35220.20 (10566.06) (9315.66) (22643.91) (24754.14)
3 10566.06 35220.20 (10566.06) (8747.10) (31391.01) (35320.20)
3 3522.16 35220.20 (3522.16) (2915.82) (34306.83) (38842.36)
4 3522.02 31698.18 16408.83 6342.87 7317.51 7317.51 5688.07 (28618.76) (31524.85)
5 6339.64 25358.54 16408.83 6342.87 8500.91 8500.91 6204.65 (22414.11) (23023.95)
6 5071.71 20286.84 16408.83 6342.87 7968.38 7968.38 5461.00 (16953.11) (15055.57)
7 4050.32 16236.51 16408.83 6342.87 7539.40 7539.40 4851.65 (12101.47) (7516.17)
8 3240.26 12996.25 16408.83 6342.87 7199.17 7199.17 4349.96 (7751.50) (317.01)
9 2606.29 10389.96 16408.83 6342.87 6932.90 6932.90 3933.41 (3818.10) 6615.90 
10 2324.53 8065.43 16408.83 6342.87 6814.56 6814.56 3630.30 (187.80) 13430.46 
11 2324.53 5740.89 16408.83 6342.87 6814.56 6814.56 3408.73 3220.93 20245.02 
12 2289.31 3451.58 16408.83 6342.87 6799.77 6799.77 3193.74 6414.66 27044.79 
13 2289.31 1162.27 16408.83 6342.87 6799.77 6799.77 2998.81 9413.47 33844.57 
14 1162.27 - 16408.83 6342.87 6326.41 6326.41 2619.77 12033.24 40170.98 
15 - 16408.83 6342.87 5838.26 5838.26 2270.07 14303.31 46009.24 
16 - 16408.83 6342.87 5838.26 5838.26 2131.52 16434.83 51847.50 
17 - 16408.83 6342.87 5838.26 5838.26 2001.43 18436.26 57685.76 
18 - 16408.83 6342.87 5838.26 5838.26 1879.28 20315.54 63524.01 
19 - 16408.83 6342.87 5838.26 5838.26 1764.58 22080.12 69362.27 
20 - 16408.83 6342.87 5838.26 5838.26 1656.88 23737.00 75200.53 
21 - 16408.83 6342.87 5838.26 5838.26 1555.76 25292.75 81038.79 
22 - 16408.83 6342.87 5838.26 5838.26 1460.80 26753.56 86877.05 
23 - 16408.83 6342.87 7881.03 7881.03 1851.58 28605.14 94758.08 
23 3622.16 850.99 29456.13 98380.25 

Generate CFD
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1  barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6  (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1  m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1  m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                      

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%
Fan Efficiency 80%

Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                  

Update Preferences
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Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19
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Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)

Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Clad Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Unit Number 100

CEPCI 462.4

User Added Equipment
Storage 
Tanks Tank Type

Volume         
(cubic meters)

Volume         
(gallons)

Purchased 
Equipment Cost

Bare Module 
Cost

Tk-101 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-102 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-103 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-104 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-105 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-106 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-107 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-108 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-109 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-110 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-111 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-112 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-113 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-114 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-115 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-116 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-117 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-118 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-119 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-120 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-121 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-122 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-123 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-124 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-125 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-126 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-127 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-128 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-129 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-130 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-131 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-132 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-133 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-134 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-135 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-136 Fixed Roof 30000 1,080,000$          1,190,000$          

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost

Bare Module 
Cost

Z-101 Solar Collector 1 1 3,710,000,000$   3,710,000,000$   

Z-102 glass for reactor 1 1 62,000,000$        62,000,000$        

Z-103 CCLC Price installed 1 1 4,277,600,000$   4,277,600,000$   

Z-104 Supporting equipment 1 1 2,000,000,000$   2,000,000,000$   

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost

 
Tk-101 1,640,000$          2,330,000$          NA
Tk-102 1,640,000$          2,330,000$          NA
Tk-103 1,640,000$          2,330,000$          NA
Tk-104 1,640,000$          2,330,000$          NA
Tk-105 1,640,000$          2,330,000$          NA
Tk-106 1,640,000$          2,330,000$          NA
Tk-107 1,640,000$          2,330,000$          NA
Tk-108 1,640,000$          2,330,000$          NA
Tk-109 1,640,000$          2,330,000$          NA
Tk-110 1,640,000$          2,330,000$          NA
Tk-111 1,640,000$          2,330,000$          NA
Tk-112 1,640,000$          2,330,000$          NA
Tk-113 1,640,000$          2,330,000$          NA
Tk-114 1,640,000$          2,330,000$          NA
Tk-115 1,640,000$          2,330,000$          NA
Tk-116 1,640,000$          2,330,000$          NA
Tk-117 1,640,000$          2,330,000$          NA
Tk-118 1,640,000$          2,330,000$          NA
Tk-119 1,640,000$          2,330,000$          NA
Tk-120 1,640,000$          2,330,000$          NA
Tk-121 1,640,000$          2,330,000$          NA
Tk-122 1,640,000$          2,330,000$          NA
Tk-123 1,640,000$          2,330,000$          NA
Tk-124 1,640,000$          2,330,000$          NA
Tk-125 1,640,000$          2,330,000$          NA
Tk-126 1,640,000$          2,330,000$          NA
Tk-127 1,640,000$          2,330,000$          NA
Tk-128 1,640,000$          2,330,000$          NA
Tk-129 1,640,000$          2,330,000$          NA
Tk-130 1,640,000$          2,330,000$          NA
Tk-131 1,640,000$          2,330,000$          NA
Tk-132 1,640,000$          2,330,000$          NA
Tk-133 1,640,000$          2,330,000$          NA
Tk-134 1,640,000$          2,330,000$          NA
Tk-135 1,640,000$          2,330,000$          NA
Tk-136 1,640,000$          2,330,000$          NA
Z-101 5,099,000,000$   9,977,500,000$   
Z-102 85,200,000$        121,300,000$      Unspecified
Z-103 4,277,600,000$   4,277,600,000$   
Z-104 2,748,800,000$   3,913,500,000$   Unspecified

Totals 12,269,600,000$ 18,373,800,000$ -$                 
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Material Classification Price ($/ton) Consumption (ton/h) Material Costs ($/y)
Biomass Product 4,371.070$     147.62 5,652,454,416$         

Carbon Dioxide Credits Product 5.000$            266.55 11,674,890$             
water Raw Material 0.985$            60 517,716$                  

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 100,000,000$              

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 1,837,380,000$           
Working Capital 1,837,521,772$           

FCIL 18,373,800,000$         

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 5,664,129,306$           

CRM (Raw Materials Costs) 517,716$                    
CUT (Cost of Utilities) 100,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 900,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.21*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.21

COMd 3,310,515,436$           

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 3

Distribution of Fixed Capital Investment (must sum to one)
End of year One 40%
End of year Two 30%

End of year Three 30%
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) 0.03 Cumulative Cash Position (millions) 17710.80

Discounted Cash Flow Rate of Return 6.50% Rate of Return on Investment 4.82%

Discounted Payback Period (years) 17.3 Payback Period (years) 8.5

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

Cumulative Cash Flow 
(Non-discounted)

0 0.00 18373.80 0.00 0.00 0.00 0.00 
0 100.00 18373.80 (100.00) (100.00) (100.00) (100.00)
1 7349.52 18373.80 (7349.52) (6900.96) (7000.96) (7449.52)
2 5512.14 18373.80 (5512.14) (4859.83) (11860.79) (12961.66)
3 5512.14 18373.80 (5512.14) (4563.22) (16424.01) (18473.80)
3 1837.52 18373.80 (1837.52) (1521.19) (17945.20) (20311.32)
4 1837.38 16536.42 5664.13 3310.52 2136.80 2136.80 1660.98 (16284.22) (18174.53)
5 3307.28 13229.14 5664.13 3310.52 2754.16 2754.16 2010.21 (14274.01) (15420.37)
6 2645.83 10583.31 5664.13 3310.52 2476.34 2476.34 1697.12 (12576.89) (12944.03)
7 2112.99 8470.32 5664.13 3310.52 2252.55 2252.55 1449.53 (11127.36) (10691.48)
8 1690.39 6779.93 5664.13 3310.52 2075.06 2075.06 1253.82 (9873.54) (8616.42)
9 1359.66 5420.27 5664.13 3310.52 1936.15 1936.15 1098.48 (8775.06) (6680.26)
10 1212.67 4207.60 5664.13 3310.52 1874.42 1874.42 998.55 (7776.51) (4805.85)
11 1212.67 2994.93 5664.13 3310.52 1874.42 1874.42 937.61 (6838.90) (2931.43)
12 1194.30 1800.63 5664.13 3310.52 1866.70 1866.70 876.76 (5962.15) (1064.73)
13 1194.30 606.34 5664.13 3310.52 1866.70 1866.70 823.25 (5138.90) 801.97 
14 606.34 - 5664.13 3310.52 1619.76 1619.76 670.74 (4468.16) 2421.73 
15 - 5664.13 3310.52 1365.10 1365.10 530.79 (3937.37) 3786.83 
16 - 5664.13 3310.52 1365.10 1365.10 498.39 (3438.98) 5151.92 
17 - 5664.13 3310.52 1365.10 1365.10 467.97 (2971.01) 6517.02 
18 - 5664.13 3310.52 1365.10 1365.10 439.41 (2531.60) 7882.11 
19 - 5664.13 3310.52 1365.10 1365.10 412.59 (2119.01) 9247.21 
20 - 5664.13 3310.52 1365.10 1365.10 387.41 (1731.60) 10612.31 
21 - 5664.13 3310.52 1365.10 1365.10 363.77 (1367.83) 11977.40 
22 - 5664.13 3310.52 1365.10 1365.10 341.56 (1026.27) 13342.50 
23 - 5664.13 3310.52 2430.78 2430.78 571.09 (455.18) 15773.28 
23 1937.52 455.20 0.03 17710.80 

Generate CFD
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1  barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6  (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1  m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1  m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                      

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%
Fan Efficiency 80%

Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                  

Update Preferences

D.3 p9



Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19
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Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)

Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Clad Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Unit Number 100

CEPCI 462.4

User Added Equipment
Storage 
Tanks Tank Type

Volume         
(cubic meters)

Volume         
(gallons)

Purchased 
Equipment Cost

Bare Module 
Cost

Tk-101 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-102 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-103 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-104 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-105 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-106 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-107 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-108 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-109 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-110 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-111 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-112 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-113 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-114 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-115 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-116 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-117 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-118 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-119 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-120 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-121 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-122 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-123 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-124 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-125 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-126 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-127 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-128 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-129 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-130 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-131 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-132 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-133 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-134 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-135 Fixed Roof 30000 1,080,000$          1,190,000$          

Tk-136 Fixed Roof 30000 1,080,000$          1,190,000$          

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost

Bare Module 
Cost

Z-101 Solar Collector 1 1 3,710,000,000$   3,710,000,000$   

Z-102 glass for reactor 1 1 62,000,000$        62,000,000$        

Z-103 CCLC Price installed 1 1 4,277,600,000$   4,277,600,000$   

Z-104 Supporting equipment 1 1 2,000,000,000$   2,000,000,000$   

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost

 
Tk-101 1,640,000$          2,330,000$          NA
Tk-102 1,640,000$          2,330,000$          NA
Tk-103 1,640,000$          2,330,000$          NA
Tk-104 1,640,000$          2,330,000$          NA
Tk-105 1,640,000$          2,330,000$          NA
Tk-106 1,640,000$          2,330,000$          NA
Tk-107 1,640,000$          2,330,000$          NA
Tk-108 1,640,000$          2,330,000$          NA
Tk-109 1,640,000$          2,330,000$          NA
Tk-110 1,640,000$          2,330,000$          NA
Tk-111 1,640,000$          2,330,000$          NA
Tk-112 1,640,000$          2,330,000$          NA
Tk-113 1,640,000$          2,330,000$          NA
Tk-114 1,640,000$          2,330,000$          NA
Tk-115 1,640,000$          2,330,000$          NA
Tk-116 1,640,000$          2,330,000$          NA
Tk-117 1,640,000$          2,330,000$          NA
Tk-118 1,640,000$          2,330,000$          NA
Tk-119 1,640,000$          2,330,000$          NA
Tk-120 1,640,000$          2,330,000$          NA
Tk-121 1,640,000$          2,330,000$          NA
Tk-122 1,640,000$          2,330,000$          NA
Tk-123 1,640,000$          2,330,000$          NA
Tk-124 1,640,000$          2,330,000$          NA
Tk-125 1,640,000$          2,330,000$          NA
Tk-126 1,640,000$          2,330,000$          NA
Tk-127 1,640,000$          2,330,000$          NA
Tk-128 1,640,000$          2,330,000$          NA
Tk-129 1,640,000$          2,330,000$          NA
Tk-130 1,640,000$          2,330,000$          NA
Tk-131 1,640,000$          2,330,000$          NA
Tk-132 1,640,000$          2,330,000$          NA
Tk-133 1,640,000$          2,330,000$          NA
Tk-134 1,640,000$          2,330,000$          NA
Tk-135 1,640,000$          2,330,000$          NA
Tk-136 1,640,000$          2,330,000$          NA
Z-101 5,099,000,000$   9,977,500,000$   
Z-102 85,200,000$        121,300,000$      Unspecified
Z-103 4,277,600,000$   4,277,600,000$   
Z-104 2,748,800,000$   3,913,500,000$   Unspecified

Totals 12,269,600,000$ 18,373,800,000$ -$                 
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Material Classification Price ($/ton) Consumption (ton/h) Material Costs ($/y)
Biomass Product 6,627.000$     147.62 8,569,713,002$         

Carbon Dioxide Credits Product 5.000$            266.55 11,674,890$             
water Raw Material 0.985$            60 517,716$                  

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 100,000,000$              

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 1,837,380,000$           
Working Capital 1,837,521,772$           

FCIL 18,373,800,000$         

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 8,581,387,892$           

CRM (Raw Materials Costs) 517,716$                    
CUT (Cost of Utilities) 100,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 900,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.21*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.21

COMd 3,310,515,436$           

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 3

Distribution of Fixed Capital Investment (must sum to one)
End of year One 40%
End of year Two 30%

End of year Three 30%
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) 15433.97 Cumulative Cash Position (millions) 51551.00

Discounted Cash Flow Rate of Return 15.00% Rate of Return on Investment 14.03%

Discounted Payback Period (years) 6.2 Payback Period (years) 4.5

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

Cumulative Cash Flow 
(Non-discounted)

0 0.00 18373.80 0.00 0.00 0.00 0.00 
0 100.00 18373.80 (100.00) (100.00) (100.00) (100.00)
1 7349.52 18373.80 (7349.52) (6900.96) (7000.96) (7449.52)
2 5512.14 18373.80 (5512.14) (4859.83) (11860.79) (12961.66)
3 5512.14 18373.80 (5512.14) (4563.22) (16424.01) (18473.80)
3 1837.52 18373.80 (1837.52) (1521.19) (17945.20) (20311.32)
4 1837.38 16536.42 8581.39 3310.52 3828.81 3828.81 2976.22 (14968.98) (16482.52)
5 3307.28 13229.14 8581.39 3310.52 4446.17 4446.17 3245.17 (11723.81) (12036.35)
6 2645.83 10583.31 8581.39 3310.52 4168.35 4168.35 2856.71 (8867.09) (7868.00)
7 2112.99 8470.32 8581.39 3310.52 3944.56 3944.56 2538.35 (6328.74) (3923.44)
8 1690.39 6779.93 8581.39 3310.52 3767.07 3767.07 2276.18 (4052.56) (156.37)
9 1359.66 5420.27 8581.39 3310.52 3628.16 3628.16 2058.45 (1994.11) 3471.80 
10 1212.67 4207.60 8581.39 3310.52 3566.43 3566.43 1899.93 (94.18) 7038.22 
11 1212.67 2994.93 8581.39 3310.52 3566.43 3566.43 1783.97 1689.79 10604.65 
12 1194.30 1800.63 8581.39 3310.52 3558.71 3558.71 1671.47 3361.25 14163.36 
13 1194.30 606.34 8581.39 3310.52 3558.71 3558.71 1569.45 4930.70 17722.07 
14 606.34 - 8581.39 3310.52 3311.77 3311.77 1371.40 6302.11 21033.84 
15 - 8581.39 3310.52 3057.11 3057.11 1188.68 7490.79 24090.95 
16 - 8581.39 3310.52 3057.11 3057.11 1116.14 8606.93 27148.05 
17 - 8581.39 3310.52 3057.11 3057.11 1048.01 9654.94 30205.16 
18 - 8581.39 3310.52 3057.11 3057.11 984.05 10638.99 33262.26 
19 - 8581.39 3310.52 3057.11 3057.11 923.99 11562.98 36319.37 
20 - 8581.39 3310.52 3057.11 3057.11 867.60 12430.58 39376.48 
21 - 8581.39 3310.52 3057.11 3057.11 814.65 13245.23 42433.58 
22 - 8581.39 3310.52 3057.11 3057.11 764.93 14010.15 45490.69 
23 - 8581.39 3310.52 4122.79 4122.79 968.61 14978.76 49613.48 
23 1937.52 455.20 15433.97 51551.00 

Generate CFD
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1  barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6  (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1  m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1  m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                      

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%
Fan Efficiency 80%

Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                  

Update Preferences

D.4 p9



Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19
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Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)

Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Clad Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Unit Number 100

CEPCI 462.4

User Added Equipment
Compressor

s Compressor Type
Power 

(kilowatts) # Spares MOC
Purchased 

Equipment Cost Bare Module Cost

C-101 Centrifugal 2190 2 Stainless Steel 1,700,000$          9,780,000$              

C-102 Centrifugal 2080 2 Stainless Steel 1,640,000$          9,440,000$              

C-103 Centrifugal 2960 1 Stainless Steel 1,380,000$          7,960,000$              

C-104 Centrifugal 2700 1 Stainless Steel 1,300,000$          7,500,000$              

Exchangers Type of Exchanger
Shell Pressure 

(barg)
Tube Pressure 

(barg) MOC
Area       

(square meters)
Purchased 

Equipment Cost Bare Module Cost

E-101 Fixed, Sheet, or U-Tube 1 10.1 Stainless Steel / Carbon Steel 3200 309,000$             1,440,000$              

E-102 Fixed, Sheet, or U-Tube 1 16.3 Stainless Steel / Stainless Steel 960 87,200$               545,000$                 

E-103 Fixed, Sheet, or U-Tube 1 26.4 Stainless Steel / Carbon Steel 378 49,600$               235,000$                 

E-104 Fixed, Sheet, or U-Tube 1 42.7 Stainless Steel / Carbon Steel 373 49,200$               236,000$                 

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost Bare Module Cost

Z-101 Pipeline installed 1 1 20,000,000$        20,000,000$            

Z-102 well cost 1 1 3,000,000$          3,000,000$              

Z-103 CCL Cycle installed 1 1 40,000,000$        40,000,000$            

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost

 
C-101 13,400,000$         16,200,000$         NA
C-102 13,000,000$         15,600,000$         NA
C-103 10,940,000$         13,100,000$         NA
C-104 10,300,000$         12,400,000$         NA
E-101 1,984,000$          2,580,000$          Cooling Water 93300  MJ/h 290,000$           
E-102 750,000$             917,000$             Cooling Water 32200  MJ/h 100,000$           
E-103 323,000$             418,000$             Cooling Water 28500  MJ/h 88,000$             
E-104 324,000$             418,000$             Cooling Water 30600  MJ/h 95,000$             
Z-101 20,000,000$         20,000,000$         Unspecified
Z-102 4,120,000$          5,870,000$          Unspecified
Z-103 40,000,000$         40,000,000$         Unspecified

Totals 115,100,000$       127,500,000$       573,000$           
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Material Classification Price ($/kwh | $/ton) Consumption (kW | ton/h) Material Costs ($/y)
Carbon Dioxide Credits Product 5.000$                          589.28 25,810,464$             

Price hike Product 0.00333$                      500000 14,602,920$             

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 1,000,000$                  

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 12,750,000$                
Working Capital 12,820,000$                

FCIL 127,500,000$              

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 40,413,384$                

CRM (Raw Materials Costs) -$                            
CUT (Cost of Utilities) 573,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 700,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.1*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.1

COMd 25,512,300$                

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 1

Distribution of Fixed Capital Investment (must sum to one)
End of year One 100%
End of year Two

End of year Three
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) (0.00) Cumulative Cash Position (millions) 106.30

Discounted Cash Flow Rate of Return 6.50% Rate of Return on Investment 4.17%

Discounted Payback Period (years) 17.0 Payback Period (years) 9.1

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

Cumulative Cash Flow 
(Non-discounted)

0 0.00 127.50 0.00 0.00 0.00 0.00 
0 1.00 127.50 (1.00) (1.00) (1.00) (1.00)
1 127.50 127.50 (127.50) (119.72) (120.72) (128.50)
1 12.82 127.50 (12.82) (12.04) (132.76) (141.32)
2 12.75 114.75 40.41 25.51 14.00 14.00 12.34 (120.41) (127.32)
3 22.95 91.80 40.41 25.51 18.28 18.28 15.13 (105.28) (109.04)
4 18.36 73.44 40.41 25.51 16.35 16.35 12.71 (92.57) (92.69)
5 14.66 58.78 40.41 25.51 14.80 14.80 10.80 (81.77) (77.89)
6 11.73 47.05 40.41 25.51 13.57 13.57 9.30 (72.47) (64.32)
7 9.44 37.61 40.41 25.51 12.61 12.61 8.11 (64.35) (51.71)
8 8.42 29.20 40.41 25.51 12.18 12.18 7.36 (57.00) (39.53)
9 8.42 20.78 40.41 25.51 12.18 12.18 6.91 (50.09) (27.36)
10 8.29 12.50 40.41 25.51 12.12 12.12 6.46 (43.63) (15.23)
11 8.29 4.21 40.41 25.51 12.12 12.12 6.06 (37.57) (3.11)
12 4.21 - 40.41 25.51 10.41 10.41 4.89 (32.68) 7.30 
13 - 40.41 25.51 8.64 8.64 3.81 (28.86) 15.94 
14 - 40.41 25.51 8.64 8.64 3.58 (25.29) 24.58 
15 - 40.41 25.51 8.64 8.64 3.36 (21.92) 33.23 
16 - 40.41 25.51 8.64 8.64 3.16 (18.77) 41.87 
17 - 40.41 25.51 8.64 8.64 2.96 (15.81) 50.51 
18 - 40.41 25.51 8.64 8.64 2.78 (13.02) 59.15 
19 - 40.41 25.51 8.64 8.64 2.61 (10.41) 67.80 
20 - 40.41 25.51 8.64 8.64 2.45 (7.96) 76.44 
21 - 40.41 25.51 16.04 16.04 4.27 (3.69) 92.48 
21 13.82 3.68 (0.00) 106.30 

Generate CFD

Cash Flow Diagram
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1  barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6  (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1  m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1  m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                      

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%
Fan Efficiency 80%

Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                  

Update Preferences
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Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19
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Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)

Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Clad Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Unit Number 100

CEPCI 462.4

User Added Equipment
Compressor

s Compressor Type
Power 

(kilowatts) # Spares MOC
Purchased 

Equipment Cost Bare Module Cost

C-101 Centrifugal 2190 2 Stainless Steel 1,700,000$          9,780,000$              

C-102 Centrifugal 2080 2 Stainless Steel 1,640,000$          9,440,000$              

C-103 Centrifugal 2960 1 Stainless Steel 1,380,000$          7,960,000$              

C-104 Centrifugal 2700 1 Stainless Steel 1,300,000$          7,500,000$              

Exchangers Type of Exchanger
Shell Pressure 

(barg)
Tube Pressure 

(barg) MOC
Area       

(square meters)
Purchased 

Equipment Cost Bare Module Cost

E-101 Fixed, Sheet, or U-Tube 1 10.1 Stainless Steel / Carbon Steel 3200 309,000$             1,440,000$              

E-102 Fixed, Sheet, or U-Tube 1 16.4 Stainless Steel / Stainless Steel 960 87,200$               546,000$                 

E-103 Fixed, Sheet, or U-Tube 1 26.4 Stainless Steel / Carbon Steel 378 49,600$               235,000$                 

E-104 Fixed, Sheet, or U-Tube 1 42.7 Stainless Steel / Carbon Steel 373 49,200$               236,000$                 

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost Bare Module Cost

Z-101 Pipeline installed 1 1 20,000,000$        20,000,000$            

Z-102 well cost 1 1 3,000,000$          3,000,000$              

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost

 
C-101 13,400,000$       16,200,000$       NA
C-102 13,000,000$       15,600,000$       NA
C-103 10,940,000$       13,100,000$       NA
C-104 10,310,000$       12,400,000$       NA
E-101 1,984,000$         2,580,000$         Cooling Water 93300  MJ/h 290,000$          
E-102 749,806$            917,000$            Cooling Water 32200  MJ/h 100,000$          
E-103 323,000$            418,000$            Cooling Water 28500  MJ/h 88,000$            
E-104 324,000$            418,000$            Cooling Water 30600  MJ/h 95,000$            
Z-101 20,000,000$       20,000,000$       Unspecified
Z-102 4,120,000$         5,870,000$         Unspecified

Totals 75,200,000$       87,500,000$       573,000$          
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Material Classification Price ($/kwh | $/ton) Consumption (kW | ton/h) Material Costs ($/y)
Carbon Dioxide Credits Product 5.000$                          589.28 25,810,464$             
Electrical consumption Raw Material 0.030$                          24725.965 6,497,984$               

Price hike Product 0.00228$                      500000 9,986,400$               

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 1,000,000$                  

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 8,750,000$                  
Working Capital 9,469,798$                  

FCIL 87,500,000$                

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 35,796,864$                

CRM (Raw Materials Costs) 6,497,984$                  
CUT (Cost of Utilities) 573,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 700,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.1*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.1

COMd 25,460,082$                

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 1

Distribution of Fixed Capital Investment (must sum to one)
End of year One 100%
End of year Two

End of year Three
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) (0.02) Cumulative Cash Position (millions) 74.23

Discounted Cash Flow Rate of Return 6.30% Rate of Return on Investment 4.24%

Discounted Payback Period (years) 17.3 Payback Period (years) 9.2

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

Cumulative Cash Flow 
(Non-discounted)

0 0.00 87.50 0.00 0.00 0.00 0.00 
0 1.00 87.50 (1.00) (1.00) (1.00) (1.00)
1 87.50 87.50 (87.50) (82.16) (83.16) (88.50)
1 9.47 87.50 (9.47) (8.89) (92.05) (97.97)
2 8.75 78.75 35.80 25.46 9.67 9.67 8.53 (83.53) (88.30)
3 15.75 63.00 35.80 25.46 12.61 12.61 10.44 (73.09) (75.69)
4 12.60 50.40 35.80 25.46 11.29 11.29 8.77 (64.31) (64.40)
5 10.06 40.34 35.80 25.46 10.22 10.22 7.46 (56.85) (54.18)
6 8.05 32.29 35.80 25.46 9.38 9.38 6.43 (50.43) (44.80)
7 6.48 25.81 35.80 25.46 8.71 8.71 5.61 (44.82) (36.09)
8 5.78 20.04 35.80 25.46 8.42 8.42 5.09 (39.73) (27.67)
9 5.78 14.26 35.80 25.46 8.42 8.42 4.78 (34.95) (19.25)
10 5.69 8.58 35.80 25.46 8.38 8.38 4.47 (30.49) (10.86)
11 5.69 2.89 35.80 25.46 8.38 8.38 4.19 (26.29) (2.48)
12 2.89 - 35.80 25.46 7.21 7.21 3.39 (22.91) 4.73 
13 - 35.80 25.46 6.00 6.00 2.64 (20.26) 10.72 
14 - 35.80 25.46 6.00 6.00 2.48 (17.78) 16.72 
15 - 35.80 25.46 6.00 6.00 2.33 (15.45) 22.71 
16 - 35.80 25.46 6.00 6.00 2.19 (13.26) 28.71 
17 - 35.80 25.46 6.00 6.00 2.06 (11.20) 34.71 
18 - 35.80 25.46 6.00 6.00 1.93 (9.27) 40.70 
19 - 35.80 25.46 6.00 6.00 1.81 (7.46) 46.70 
20 - 35.80 25.46 6.00 6.00 1.70 (5.76) 52.69 
21 - 35.80 25.46 11.07 11.07 2.95 (2.81) 63.76 
21 10.47 2.79 (0.02) 74.23 

Generate CFD

Cash Flow Diagram
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1  barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6  (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1  m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1  m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                      

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%
Fan Efficiency 80%

Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                  

Update Preferences
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Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19

D.6 p10



Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)

Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Clad Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Unit Number 100

CEPCI 462.4

User Added Equipment
Compressor

s Compressor Type
Power 

(kilowatts) # Spares MOC
Purchased 

Equipment Cost Bare Module Cost

C-101 Centrifugal 2190 2 Stainless Steel 1,700,000$          9,780,000$              

C-102 Centrifugal 2080 2 Stainless Steel 1,640,000$          9,440,000$              

C-103 Centrifugal 2960 1 Stainless Steel 1,380,000$          7,960,000$              

C-104 Centrifugal 2700 1 Stainless Steel 1,300,000$          7,500,000$              

Exchangers Type of Exchanger
Shell Pressure 

(barg)
Tube Pressure 

(barg) MOC
Area       

(square meters)
Purchased 

Equipment Cost Bare Module Cost

E-101 Fixed, Sheet, or U-Tube 1 10.1 Stainless Steel / Carbon Steel 3200 309,000$             1,440,000$              

E-102 Fixed, Sheet, or U-Tube 1 16.3 Stainless Steel / Stainless Steel 960 87,200$               545,000$                 

E-103 Fixed, Sheet, or U-Tube 1 26.4 Stainless Steel / Carbon Steel 378 49,600$               235,000$                 

E-104 Fixed, Sheet, or U-Tube 1 42.7 Stainless Steel / Carbon Steel 373 49,200$               236,000$                 

User Added 
Equipment Description BMF0 Actual BMF

Purchased 
Equipment Cost Bare Module Cost

Z-101 Pipeline installed 1 1 20,000,000$        20,000,000$            

Z-102 well cost 1 1 3,000,000$          3,000,000$              

Add Equipment

Edit Equipment
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Name Total Module Cost Grass Roots Cost Utility Used Efficiency Actual Usage Annual Utility Cost

 
C-101 13,400,000$         16,200,000$         NA
C-102 13,000,000$         15,600,000$         NA
C-103 10,940,000$         13,100,000$         NA
C-104 10,310,000$         12,400,000$         NA
E-101 1,984,000$          2,580,000$          Cooling Water 93300  MJ/h 290,000$           
E-102 749,726$             917,000$             Cooling Water 32200  MJ/h 100,000$           
E-103 323,000$             418,000$             Cooling Water 28500  MJ/h 88,000$             
E-104 324,000$             418,000$             Cooling Water 30600  MJ/h 95,000$             
Z-101 20,000,000$         20,000,000$         Unspecified
Z-102 4,120,000$          5,870,000$          Unspecified

Totals 75,200,000$         87,500,000$         573,000$           

D.7 p2



Material Classification Price ($/kwh | $/ton) Consumption (kW | ton/h) Material Costs ($/y)
Carbon Dioxide Credits Product 5.000$                          589.28 25,810,464$             
Electrical consumption Raw Material 0.025$                          23724.9677 5,195,768$               

Price hike Product 0.00205$                      476275.0323 8,544,603$               

1 Chemical Marketing Reporter for black iron oxide, synthetic, baged, truck loaded, free on board, warehouse value
2 based on values for fillers for rubber, plastic etc.
3 Based on 1998 value from Chem marketing reporter - freight equilized

Economic Options
Cost of Land 1,000,000$                  

Taxation Rate 42%
Annual Interest Rate 6.50%

Salvage Value 8,750,000$                  
Working Capital 9,339,577$                  

FCIL 87,500,000$                

Total Module Factor 1.18
Grass Roots Factor 0.50

Economic Information Calculated From Given Information
Revenue From Sales 34,355,067$                

CRM (Raw Materials Costs) 5,195,768$                  
CUT (Cost of Utilities) 573,000$                    

CWT (Waste Treatment Costs) -$                            
COL (Cost of Operating Labor) 700,000$                    

Factors Used in Calculation of Cost of Manufacturing (COMd)
Comd = 0.18*FCIL + 2.76*COL + 1.1*(CUT + CWT + CRM)

Multiplying factor for FCIL 0.18
Multiplying factor for COL 2.76

Facotrs for CUT, CWT, and CRM 1.1

COMd 24,027,645$                

Factors Used in Calculation of  Working Capital
Working Capital = A*CRM + B*FCIL + C*COL

A 0.10
B 0.10
C 0.10

Project Life (Years after Startup) 20

Construction period 1

Distribution of Fixed Capital Investment (must sum to one)
End of year One 100%
End of year Two

End of year Three
End of year Four
End of year Five

Add Materials
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Discounted Profitibility Criterion Non-Discounted Profitibility Criteria

Net Present Value (millions) 0.01 Cumulative Cash Position (millions) 74.12

Discounted Cash Flow Rate of Return 6.50% Rate of Return on Investment 4.24%

Discounted Payback Period (years) 16.7 Payback Period (years) 9.1

Year Investment dk FCIL-Sdk R COMd (R-COMd-dk)*(1-t)+dk

Cash Flow       
(Non-discounted)

Cash Flow 
(discounted)

Cumulative Cash Flow 
(discounted)

Cumulative Cash Flow 
(Non-discounted)

0 0.00 87.50 0.00 0.00 0.00 0.00 
0 1.00 87.50 (1.00) (1.00) (1.00) (1.00)
1 87.50 87.50 (87.50) (82.16) (83.16) (88.50)
1 9.34 87.50 (9.34) (8.77) (91.93) (97.84)
2 8.75 78.75 34.36 24.03 9.66 9.66 8.52 (83.41) (88.17)
3 15.75 63.00 34.36 24.03 12.60 12.60 10.43 (72.97) (75.57)
4 12.60 50.40 34.36 24.03 11.28 11.28 8.77 (64.20) (64.29)
5 10.06 40.34 34.36 24.03 10.22 10.22 7.46 (56.75) (54.07)
6 8.05 32.29 34.36 24.03 9.37 9.37 6.42 (50.32) (44.70)
7 6.48 25.81 34.36 24.03 8.71 8.71 5.60 (44.72) (35.99)
8 5.78 20.04 34.36 24.03 8.42 8.42 5.08 (39.64) (27.58)
9 5.78 14.26 34.36 24.03 8.42 8.42 4.77 (34.86) (19.16)
10 5.69 8.58 34.36 24.03 8.38 8.38 4.46 (30.40) (10.78)
11 5.69 2.89 34.36 24.03 8.38 8.38 4.19 (26.21) (2.40)
12 2.89 - 34.36 24.03 7.20 7.20 3.38 (22.82) 4.80 
13 - 34.36 24.03 5.99 5.99 2.64 (20.18) 10.79 
14 - 34.36 24.03 5.99 5.99 2.48 (17.70) 16.78 
15 - 34.36 24.03 5.99 5.99 2.33 (15.37) 22.77 
16 - 34.36 24.03 5.99 5.99 2.19 (13.19) 28.76 
17 - 34.36 24.03 5.99 5.99 2.05 (11.13) 34.75 
18 - 34.36 24.03 5.99 5.99 1.93 (9.20) 40.74 
19 - 34.36 24.03 5.99 5.99 1.81 (7.39) 46.73 
20 - 34.36 24.03 5.99 5.99 1.70 (5.69) 52.72 
21 - 34.36 24.03 11.06 11.06 2.95 (2.74) 63.78 
21 10.34 2.76 0.01 74.12 

Generate CFD

Cash Flow Diagram
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Power Preference
kilowatts 1   kW / kW

Hours per Operting Year 8760 Pressure Preference
barg 1  barg / barg

Cost ($/GJ)
Common Utilities Heat Duty Preference

Electricity (110V - 440V) 16.8 MJ/h 3.6  (MJ/h) / kW
Cooling Water (30°C to 45°C) 0.354

Refrigerated Water (15°C to 25°C) 4.43 Length Preference
meters 1   m / m

Steam from Boilers
Low Pressure (5 barg, 160°C) 6.08 Area Preference

Medium Pressure (10 barg, 184°C) 6.87 square meters 1  m^2 / m^2
High Pressure (41 barg, 254°C) 9.83

Volume Preference
Fuels cubic meters 1   m^3/m^3

Fuel Oil (no. 2) 6.0
Natural Gas 6 Gas Flow Preference

Coal (FOB mine mouth) 1.07 cubic meters/s 1  m^3 / m^3

Thermal Systems Cost Preference
Moderately High (up to 330°C) 6.67 $/kg 1   kg / kg

High (up to 400°C) 7
Very High (up to 600°C) 7.5 Flowrate Preference

kg/h 1   kg / kg
Refrigeration

Moderately Low (5°C) 4.43 Energy Price Preference
Low (-20°C) 7.89 $/Gigajoule 1   GJ / GJ

Very low (-50°C) 13.11

Cost ($/tonne)
Waste Disposal (solid and liquid)

Non-Hazardous 36
Hazardous 200

Cost of Steam used in Steam Drives
Cost ($/GJ)

Steam used for steam-powered drives 9.83$                      

Equipment Effeciencies

Pump Efficiency 85%
Drive Efficiency 90%
Fan Efficiency 80%

Furnace Efficiency 90%
Turbine Efficiency 85%

Process Equipment

Operators per shift per equipment

Cost of Labor (per operator/year) 50,000$                  

Update Preferences
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Compressor Data (without electric motors)
Compressor Type K1 K2 K3 FBMCS FBMSS FBMNi Wmin(kW) Wmax(kW)
Centrifugal 2.2891 1.3604 -0.1027 2.7 5.8 11.5 450 3000
Axial 2.2891 1.3604 -0.1027 3.8 8.0 15.9 450 3000
Rotary 5.0355 -1.8002 0.8253 2.4 5.0 9.9 18 950
Reciprocating 2.2891 1.3604 -0.1027 3.4 7.0 13.9 450 3000

Drive Data
Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)

Explosion Proof 2.4604 1.4191 -0.1798 1.5 75 2600
Totally Enclosed 1.956 1.7142 -0.2282 1.5 75 2600
Open/Drip Proof 2.9508 1.0688 -0.1315 1.5 75 2600

Non-Electric Drives K1 K2 K3 FBM Wmin(kW) Wmax(kW)
Gas Turbine -21.7702 13.2175 -1.5279 3.5 7500 23000
Steam Turbine 2.6259 1.4398 -0.1776 3.5 70 7500
Internal Combustion 2.7635 0.8574 -0.0098 2.0 10 10000

Fan Data (include electric motors)
Fan Type K1 K2 K3 FBMCS FBMfiberglass FBMSS FBMNi Threshold C1 C2 C3 Vmin(m3/s) Vmax(m3/s) Pmax(barg)

Centrifugal Radial Fan 3.5391 -0.3533 0.4477 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Centrifugal Backward curv 3.3471 -0.0734 0.3090 2.7 5.0 5.8 11.5 0.01 0.00 0.209 -0.033 1 100 0.16
Axial Tube Fan 3.0414 -0.3375 0.4722 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16
Axial Vane Fan 3.1761 -0.1373 0.3414 2.7 5.0 5.8 11.5 0.04 0.00 0.209 -0.033 1 100 0.16

Fired Heater Data
Bare Module Factor

Reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS
Reformer Furnace 3.068 0.6597 0.0194 3000 100000 200 0.1405 -0.2698 0.1293 2.13 2.51 2.81
Pyrolysis Furnace 2.3859 0.9721 -0.0206 3000 100000 200 0.1017 -0.1957 0.09403 2.13 2.51 2.81

Bare Module Factor
Non-reactive Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 CS Alloy Steel SS

Process Heater 7.3488 -1.1666 0.2028 1000 100000 200 0.1347 -0.2368 0.1021 2.13 2.51 2.81

Steam Supreheat Factor
Thermal Fluid Heaters K1 K2 K3 Qmin(kW) Qmax(kW) Pmax(barg) C1 C2 C3 Fbm FT1 FT2 FT3

Hot Water 2.0829 0.9074 -0.0243 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Molten Salt, Mineral Oil, 1.1979 1.4782 -0.0958 650 10750 200 -0.0163 0.0569 -0.0088 2.17

Diphenyl Based Oils 2.2628 0.8581 0.0003 650 10750 200 -0.0163 0.0569 -0.0088 2.17
Packaged Steam Boilers 6.9617 -1.48 0.3161 1200 9400 40 2.5941 -4.2348 1.7224 2.2 1.000 0.00184 3.35E-06

Heat Exchanger Data
Exchager Type K1 K2 K3 C1 C2 C3 B1 B2 Amin(m2) Amax(m2) Pmax(barg)

Double Pipe 3.3444 0.2745 -0.0472 13.1467 -12.6574 3.0705 1.74 1.55 1 10 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Multiple Pipe 2.7652 0.7282 0.0783 13.1467 -12.6574 3.0705 1.74 1.55 10 100 300

40 barg  < P < 100 barg 0.6072 -0.912 0.3327
P < 40 barg 0 0 0

Fixed tube, sheet, or U tub 4.3247 -0.303 0.1634 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Floating Head 4.8306 -0.8509 0.3187 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5barg -0.00164 -0.00627 0.0123

Bayonet 4.2768 -0.0495 0.1431 0.03881 -0.11272 0.08183 1.63 1.66 10.0 1000 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Kettle Reboiler 4.4646 -0.5277 0.3955 0.03881 -0.11272 0.08183 1.63 1.66 10.0 100 140
tubes only > 5 barg -0.00164 -0.00627 0.0123

Scraped Wall 3.7803 0.8569 0.0349 13.1467 -12.6574 3.0705 1.74 1.55 2.0 20 300
40 barg  < P < 100 barg 0.6072 -0.912 0.3327

P < 40 barg 0 0 0
Teflon Tube 3.8062 0.8924 -0.1671 0 0 0 1.63 1.66 1.0 10 15
Air Cooler 4.0336 0.2341 0.0497 -0.125 0.15361 -0.02861 0.96 1.21 10 10000 100
Spiral Tube - shell and tub 3.9912 0.0668 0.243 -0.4045 0.1859 0 1.74 1.55 1 100 400
tube only -0.2115 0.09717 0
Spiral Plate 4.6561 -0.2947 0.2207 0 0 0 0.96 1.21 1 100 19
Flat Plate 4.6656 -0.1557 0.1547 0 0 0 0.96 1.21 10 1000 19
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Materail Factors, FM

Shell - CS CS Cu CS SS CS Ni CS Ti
Exchanger Type Tube - CS Cu Cu SS SS Ni Ni Ti Ti
Double Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Multiple Pipe 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Fixed tube, sheet, or U tub 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Floating Head 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Bayonet 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Kettle Reboiler 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Scraped Wall 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38
Spiral Tube 1.00 1.35 1.69 1.81 2.73 2.68 3.73 4.63 11.38

Shell Materail
Type of Exchanger CS Cu SS Ni Ti

Teflon Tube Exchanger 1.00 1.20 1.30 1.40 3.30

Material In Contact with Process Fluid
Type of Exchanger CS Cu SS Ni Ti

Spiral Plate 1.00 1.35 2.45 2.68 4.63
Flat Plate 1.00 1.35 2.45 2.68 4.63

Tube Material
Type of Exchanger CS Al SS

Air Cooler 1.00 1.42 2.93

Pump Data (including electric drives)
Pump Type K1 K2 K3 C1 C2 C3 B1 B2 FmCI FmCS FmCu FmSS FmNi FmTi Pmax(barg) Wmin(kW) Wmax(kW)

Centrifugal pump 3.3892 0.0536 0.1538 -0.3935 0.3957 -0.00226 1.89 1.35 1.0 1.6 NA 2.3 4.4 NA 100 1 300
Positive Displacement 3.4771 0.1350 0.14380 -0.24538 0.259016 -0.01363 1.89 1.35 1.0 1.4 1.3 2.7 4.7 10.7 100 1 100
Reciprocating pump 3.8696 0.3161 0.12200 -0.2454 0.2590 -0.0136 1.89 1.35 1.0 1.5 1.3 2.4 4.0 6.4 100 0.1 200

Tank Data
Tank Type K1 K2 K3 B1 B2 Vmin(m3/s) Vmax(m3/s)

Fixed Roof 4.8509 -0.3973 0.1445 1.10 0 90 30000
Floating Roof 5.9567 -0.7585 0.1749 1.10 0.00 1000 40000

Turbine Data
Turbine Type K1 K2 K3 FBMCI FBMCS FBMCu FBMSS FBMNi FBMTi Wmin(kW) Wmax(kW)

Axial 2.7051 1.4398 -0.1776 NA 3.5 NA 6.1 11.7 NA 100 4000
Radial 2.2476 1.4965 -0.1618 NA 3.5 NA 6.1 11.7 NA 100 1500

Vaporizer and Evaporator Data

Evaporator Types K1 K2 K3 Amin(m2) Amax(m2) Pmax(barg) C1 C2 C3

Forced Circulation 5.0238 0.3475 0.0703 5 1000 150 0.1578 -0.2992 0.1413
Falling Film 3.9119 0.8627 -0.0088 50 500 150 0.1578 -0.2992 0.1413
Agitated (Scraped Wall) 5 0.149 -0.0134 0.5 5 150 0.1578 -0.2992 0.1413
Short Tube 5.2366 -0.6572 0.35 10 100 150 0.1578 -0.2992 0.1413
Long Tube 4.642 0.3698 0.0025 100 10000 150 0.1578 -0.2992 0.1413

Vaporizer Types K1 K2 K3 Vmin(m3) Vmax(m3) Pmax(barg) C1 C2 C3

Jacketed Vessel 3.8751 0.3328 0.1901 1 100 320 0.1578 -0.2992 0.1413
Internal Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413
Jacketed Vessel w/ Coil 4.038 0.09142 0.2766 1 100 320 0.1578 -0.2992 0.1413

Bare Module Factors, FBM

Evaporator Types CS Cu Alloy SS Ni Alloy Ti
Forced Circulation 2.9 3.63 5.08 9.66 14.5
Falling Film 2.25 2.81 3.94 7.49 11.25
Agitated (Scraped Wall) 2.25 2.81 3.94 7.49 11.25
Short Tube 2.9 3.63 5.08 9.66 14.5
Long Tube 2.9 3.63 5.08 9.66 14.5

Bare Module Factors, FBM

Vaporizer Types CS Cu s Lined SS ss Lined Ni C SS SS Clad Ni Alloy Ni Alloy Clad Ti Ti Clad
Jacketed Vessel 2.7 3.4 4.7 4.9 4.8 3.8 9.1 5.9 13.7 9.5
Internal Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6
Jacketed Vessel w/ Coil 3.0 3.8 5.2 5.5 5.2 4.1 10.1 6.6 15.2 10.6

Vessel Data (including data for distillation towers and packed columns)
Vertical Vessels Horizontal Vessels

K1 K2 K3 Vmin Vmax K1 K2 K3 Vmin Vmax Pmax(barg)

3.4974 0.4485 0.1074 0.3 520 3.5565 0.3776 0.0905 0.1 628 400

Vessel B-Values FBM

B1 B2 MOC Sieve Valve Demister
Horizontal 1.49 1.52 CS 1.0 1
Vertical 2.25 1.82 SS 1.8 1.83 1.0

Fluorocarbon 1.8
Fq Ni-alloy 5.6 5.58 5.6

Tray Type K1 K2 K3 Amin(m
2) Amax(m

2)
Sieve 2.9949 0.4465 0.3961 0.07 12.3 Materials of Construction
Valve 3.3322 0.4838 0.3434 0.7 10.5 FM CS 1.0

Demister 3.2353 0.4838 0.3434 0.7 10.5 FM SS clad 1.7
FM SS 3.1

Tower Packing FM Ni clad 3.6
Materials of Construction K1 K2 K3 Vmin(m

3) Vmax(m
3) FM Ni 7.1

Ceramic 3.0664 0.9744 0.0055 0.03 628 FM Ti clad 4.7
304 SS 3.2999 0.9744 0.0055 0.03 628 FM Ti 9.4
Plastic Saddle 2.4493 0.9744 0.0055 0.03 628
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Appendix E 
 

Solubility Trapping Calculations and Modeling 



Equations of state utilize expanded relations between pressure, volume, and temperature (PVT) 
to distribute phase tendency in an ideal formulation.  The Peng-Robinson EOS [1] may be 
expressed as, 

 ( )
( ) (

RT a T
P

V b V V b b V b
α

= −
)− + + −

, (1) 

with universal gas constant, R, system temperature, T, and pressure, P, molar volume of the 
mixture, V, and for the PVT relations [1]  and 2 20.45724 /CR T Pa = C 0.07780 /C CRT Pb = , representing 
the PVT behavior of the components in a thermodynamic system for the critical temperature, Tc, 
and pressure, Pc, of each component to be considered.  The interaction between these two 
parameters may be expressed, ideally, by a mixing relation (binary mixing rules) between them.  

These mixing rules may be expressed for a two component system as [e.g. 3], 

 , (2) 

2 2

1 1

2

1

mix i j ij
i j

mix i i
i

a y

b y b

= =

=

=

=

∑∑

∑

y a

for the mole fraction of component ij, yij, and the PVT relations, a and b, of each component ij.  
The attractive parameter, α(T),  provides additional temperature dependence and may be 
expressed as [3], 

 ( ) ( )2ln 1 1rm T n Tα = − + − r

c

, (3) 

for the reduced temperature, , and binary system parameters, m and n, such as those 
provided by Aznar and Telles [4]. 

/rT T T=

 Expansion of Eq. (4) yields, 
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ln 1 ln ln
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mixP V b a V bPV
RT RT b RT V b

φ
− +

= − − +
+ +

⎛ ⎞⎛ ⎞
⎜⎜ ⎟

⎝ ⎠ ⎝ ⎠

(1 2 )−
⎟ , (4) 

for the fugacity coefficient, φ .  Volume may be determined as the roots of Eq. (4), where the 
minimum root always necessitates the liquid phase and the opposite holds for the gaseous phase.  
Utilizing an EOS to determine the fugacity coefficient of each component in the CO2-H2O binary 
system then lends to the formulation of a solubility relation utilizing some form of Henry’s 
constant.  The general procedure for such a determination begins by equating the fugacity of 
each component between its liquid and vapor phases, v

i
l

if f= , where, ( , )i i T P if y Pφ= , for fugacity 
coefficient, φ , and mole fraction, yi.  A commonly utilized Henry’s constant solubility relation is 
the Krichevsky-Kasarnovsky (KK) equation [5], 
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CO

CO

f v
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x RT
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, (5) 

which assumes infinite dilution of, in the current binary case, CO2 in the liquid water phase and 
water in the pure CO2 phase, and that utilizes a reference Henry’s constant, , and the molar 

volume at infinite dilution,  
2

*
COH

2COv−∞

 Empirical relations for 
2
 and *

COH
2COv−∞  are provided in [5], while a correction for the 

density of CO2 saturated brine density was utilized as outlined in Garcia [6].  Determining the 
phase tendency of CO2 at any given set of state parameters may be accomplished, following 
determination of gas and liquid phase volumes as the roots of Eq. (4), by examining the structure 
of a P-V-T diagram (Figure 1).  Phase transition will occur when the work done to cross from 

Vgas to Vliq is the same along the 
straight path (tie-line) as for the 
curved isotherm.  The definition of 
work, w PdV= ∫ , may be integrated 

to achieve, ( )1 gas liqP V V= − , fw or the 
straight line work, while Eq. (1) may 
be integrated from Vgas to Vliq to 
obtain w2.  If ( )2 1 0w w− > , then V is 
taken as the maximum root of Eq. (1), 
while the opposite indicates use of 
the minimum root.  Should the two 
work paths achieve equality, then the 
phases are stable and either volume 
will provide the correct answer.  A 
similar procedure was followed in 
Spycher et al. [2] by use of the 
Reidlich-Kwong EOS.  A Matlab 
coding sequence was developed to 
carry out these analyses, and is 
available on request from the authors. 

Figure 1: PVT relationship predicted by PR EOS or similar EOS
(from Spycher et al. [2]). 
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Appendix F 
 

Mineral Trapping Calculations 



As stated before, the equation that governs the rate of mineral dissolution and precipitation is 
given by: 

 sgn log 1
n

m m
m m m

mm

Q Qr k A KK

μ⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞= − −⎜ ⎟⎢ ⎥⎜ ⎟ ⎢ ⎥⎝ ⎠⎢ ⎥⎝ ⎠ ⎣ ⎦⎣ ⎦
, (1) 

where m is the mineral index, rm is the dissolution/precipitation rate (positive values indicate 
dissolution and negative values precipitation), Am is the specific reactive surface area per kg 
H2O, km is the rate constant ?(moles per unit mineral surface area and unit time) which is 
temperature dependent, Km is the equilibrium constant for mineral water reaction written for one 
mole of mineral m, Qm is the ion activity product, the parameters μ and η are two positive 
numbers normally determined by experiment and are usually but not always taken equal to unity 
(as in the present work). The expression “sgn [log (Q/K)]” ensures that the correct sign is 
enforced when the exponents μ and η are not equal to one. 

The temperature dependence of the reaction rates is expressed by the following Arrhenius 
equation: 

 25
1 1exp

298.15
aEk k

R T
⎡− ⎤⎛= −⎜

⎞
⎟⎢ ⎥⎝ ⎠⎣ ⎦

, (2) 

where Ea  is the activation energy, k25 is the rate constant at 25 °C, R is the gas constant and T is 
the absolute temperature. 

The activity of aqueous species is the product of the activity coefficient and the molar 
concentration. The activity coefficients of aqueous species are determined with the help of the 
extended Debye Huckel relationship which is given by: 

 
2 0.5

,
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ω η= . (5) 

where the subscript j refers to each ion, γ is the activity coefficient of the ion, å, , b,Na Cl
b + − NaCl, Aγ 

and BBγ are the Debye Huckel parameters, z is the ion electric charge, I is taken as the true ionic 
strength of the solution, ω is the Born coefficient, η is a constant equal to 1.66027 (Å cal/mol), 
and re,j is the ion effective ionic radius.  
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For calculating the activity coefficient of CO2, gaseous and aqueous CO2 are assumed to be in 
equilibrium and the mass-action law is applied which is: 

 K P CγΓ =  (6) 

where K is the equilibrium constant, Г is the gaseous CO2 fugacity coefficient, P is the  partial 
pressure (bar), γ is the aqueous CO2 activity coefficient and C is the aqueous concentration 
(mol/kg H2O). The equilibrium constant, K, at different temperatures can be derived from the 
following expression, 

 54
1 2 3 2log ln bbK b T b b T

T T
= + + + +  (7) 

where the values of the coefficients b1, b2, b3, b4 and b5 are obtained from the EQ3/6 database.  
Assuming that H2O and CO2 are real gases forming an ideal mixture, the fugacity coefficients are 
calculated from:  

 
2

2 2ln
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a b d e Pc P f
T T T T
⎛ ⎞ ⎛Γ = + + + + +⎜ ⎟ ⎜
⎝ ⎠ ⎝

⎞
⎟
⎠

 (8) 

where P is the total gas pressure, T is the absolute temperature, and a,b,c,d,e and f are constants 
determined from literature. 

For low ionic strength solutions the CO2(aq) activity coefficient can be taken to be 1. For high 
ionic strength NaCl solution, γ should be corrected to take into account the salting out effect. The 
following expression is used: 

 ln ( ) ( )( )
1

GC FT I E HT
T I

γ = + + − +
I
+

, (9) 

where T is the absolute temperature, I is the ionic strength (or NaCl molality), C, F, G, E and H 
are constants determined from geochemical database EQ3/6. Here the ionic strength I is defined 
by: 

 21
2 i i

i
I c z= ∑ , (10) 

where the summation is over all aqueous species and ci and zi are concentration (mol/kg H2O) 
and electrical charge of species i. 

The precipitation of various minerals was determined and the amount of CO2 that can be 
sequestered was estimated to be roughly 1.6 kg/m3 of the medium. 
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Appendix G 
 

Stream Property Table for Compression Modeling 
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