637

Characterization of fracture aperture by inverse analysis
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Formualation and application of & procedure for characterizing the spatial distribution of aperture within a sin-
gle fracture in rock are discussed. A simultancous-inversion approach is used to construct the aperture distribu-
tion that best repiicates the variability apparent in measured hydraulic and electrical data. In this approach. aperture
distributions are generated from a specified medel. flow is simulated for each of multiple test types and configurations,
the error of approximating the measured data with the simulated results is evaluated. and an optimization algo-
rithm is used e minimize the error with respect to paramelters regulaiing the aperture distribution. The procedure is
applied (o data obtained from laboratory tests conducted on a natural fracture in granite, Three aperture distributions
with similar macroscopic characteristics are inferred from the data. Corroboration of these distributions is obtained
{rom the simulation of tracer transport within the fracture and comparison of the simulated resuits with measured data.
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La formulation et Papplication d'une procédure pour caractériser la distribution spatiale d’ouverture & Pintérieur
d’une {racture simple daas la roche sont discutées. Une approche d'inversion simultanée est utilisée pour construire
la distribution d’ouverture qui reproduit le mieux la variabiiité mise en évidence par les données hydrauliques et élec-
trigues, Dans cetie approche, les distributions d’ouverture sont générées a partir d'un modele spécifié. "écoule-
ment est simulé pour chacun des multiples types d’essais et configurations, 1'erreur ¢ approximation des données
mesurées au moyen des résultats simulés est évalude, et un algorithme d’optimisation est utilisé pour minimiser
Perreur par rapport aux paramétres contrdlant la distribution d’ouverture. La procédure est appliquée aux données
obtenues par des essais de laboratoire réalisés sur une fracture naturelie dans le granit. Trois distributions d ouver-
ture avee des caractéristiques macroscopiques similaires sont déduites des données. Une corroboration de ces
distributions est obtenue par la simulation d’un transport de traceur 4 'intérieur de la fraciure et par une com-
paraison des résuliats simulés avec les données mesurées.
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Introduction

The extent to which a rock mass is transected by frac-
tures, and other geologic discontinuities, is known to strongly
regulate groundwater fiow and contaminant transport.
Fractures often greatly enhance the hydraulic conductivity of
formations of tow matrix hydraulic conductivity and may
channelize flow in these formations, thus accelerating con-
taminant transport. The assessment of groundwater fiow
and contaminant transport in sparsely fractured rock masses
is particularly imporiant with regard to the siting and design
of hazardous waste isolation facilities. Considerable progress
in understanding the relation between fracturing and the
hydrogeological behaviour of rock masses has recently been
achieved; a comprehensive review of this progress is pre-
sented by Wang (1991).

To describe flow and transport through fractured rock
masses, it is first necessary to characterize fracturing at two
scales, namely, the larger scale of fracture systems and the
smalier scale of single fractures. Characterization of frac-
turing at the scale of fracture systems involves defining the
location, orientation, extent, and equivalent hydraulic and
transport properties of the constitueni fractures, This task
has only recently been addressed in the literature {Billaux
et al. 1989; Long et al. 199]; Marte! and Peterson 1991).
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{Traduit par la rédaction]

Characterization of fracturing at the scale of single frac-
tures involves defining the spatial distribution of aperture
within the fraciures. Brown et al. (1986) inferred the dis-
tribution of aperture within fracture specimens from the
mismatch of profiies of the upper and lower surfaces of the
fractures. Gale (1987) measured aperture distributions by
injecting resin into compressed specimens and profiling the
casts exposed in sections through the specimens. Pyrak-
Nolte et al. (1987) studied the distribution of fracture surface-
to-surface contact by injecting a low melting point alloy
into compressed specimens and interpreting the casts using
image-analysis techniques. Hakami (1988) estimated apertures
at points within transparent fracture replicas by measuring the
areas occupied by known volumes of water compressed
between the fracture surfaces and then calculating aperture
as the ratio of volume 10 wetted aren. Wang et al. (1988)
developed expressions for the spectral and geostatistical
characteristics of aperture distributions from similar descrip-
tions of fracture surfaces. Gentier and Billaux {1989) injected
translucent resin into specimens and determined the distri-
bution of aperture from the attenuation of light transmitted
through the cast.

The preceding studies, with the exception of Wang et al.
(1988), characterized the distribution of aperture through
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Fig. . Hustration of an in site characterization test performed
on an isolated fraciure. The discrepancy between the expected and
measured piezometric surfaces is the result of the diminished
aperture in the vicinity of observation well 2.

direct measurement of fracture void geometry. This paper
describes the characterization of aperture using an indirect
procedure based on inverse analysis. In this approach, the
macroscopic variability of flow within a fracture is used to
construct 2 deterministic estimate of the macroscopic details
of the distribution of aperture,

In forward application of numerical simulation. a model
and distribution of properties is assumed, boundary conditions
are stipulated, loading specified, and the response of the
system to this loading predicted. If the simulated response of
the system differs from the measured response, the dis-
crepancy is often attributed io uncertainty in the estimation
of the properties. In some cases, the properties are then
adjusted until an improved match is obtained. Inverse analy-
sis formalizes this procedure by defining an error function as
a measure of the discrepancy between the simulated and
measured responses and minimizing the error function with
respect to each of the properties. The properties associated
with the minimum error are then assumed to be those of
the system. '

Figure 1 illustrates a hydraulic characterization test per-
formed on an isolated fracture in a low matrix hydraulic
conductivity formation. Fluid is injected at one well and
withdrawn at a second well, and the elevation of the piezo-
metric surface is recorded in the injection and withdrawal
wells and in three observation wells. This is referred to as a
characterization test bacause more data are collected than
is necessary to define the equivalent properties of the frac-
ture if the fracture is of known geometry and assumed uni-
form aperture. Only the head loss between the injection and
withdrawal wells and the injection rate are required o com-
pute the equivalent aperture of the fracture, thus the obser-
vation wells provide additional information that may be
used to characterize the fracture. A region of diminished
aperture is apparent in the vicinity of observation well 2.
This anomaly results in a deviation in the measured hydraulic

heads from expected values corresponding to a uniform dis-
tribution of aperture. Intuitively, it is possible to infer char-
acteristics of the aperture anomaly from the deviation in
the measured data. Inverse analysis provides a formal basis
for this inference.

The aperture distribution estimated in this manner is inher-
ently associated with the scale of the observations, this scale
being indexed by the spacing of the wells. Apertre variations
at smaller scales produce deviations in the piezometric sur-
face at similar smali scales, and these deviations may not
be apparent in the measured data. Because the measured
data are not sensitive to smali-scale aperture variations.
these variations cannot be characterized {rom the measured
data. Aperture variations ai scales larger than that of the
observations cannot be characterized because these varia-
tions also have limited expression in the measured data.
The term macroscopic is used to denote variability at the
scale of the observations.

Oniy one of many test configurations is illustrated in
Fig. }. For example, fluid could also be injected at obser-
vation well 1 and withdrawn at observation well 3. Each
test configuration generates data corresponding to a differ-
ent configuration of boundary conditions. In addition, tracer
transport or electrical current transmission could be mea-
sured between the wells. Al of the test conligurations and
types (hydraulic flow, tracer transport, and electrical cur-
rent transmission) respond o the same distribution of aper-
ture, However, the various configurations and transport
processes are not redundant in that they are sensitive to dif-
ferent aspects of the aperture distribution. For example,
radially divergent flow is most sensitive to aperiures in the
vicinity of the injection well. Hydraulic and electrical flow
exhibit cubic and linear sensitivities to aperture variations,
respectively. 1t is possible 1o propose an analytical approach
that simultaneously considers all available data and relates
these data 1o a single estimate of the aperiure distribution. The
merits of this approach are iHustrated by Piggott et al.
(1991).

The procedure for the characterization of aperture dis-
cussed in this paper is based on the simultaneous inversion
of data describing fluid flow and electrical current trans-
mission. Both processes are reliably represented in variable-
aperture fractures using conventional methods of numeri-
cal simulation. Conceptually. the inclusion of tracer test
results is straightforward. Tracer transport in variable-aperture
fractures is not described in a robust manner using exist-
ing numerical simulasion procedures. and therefore simul-
taneous inversion cannol yet be exiended to inciude the
results of tracer tests.

Formulation of the inversion algorithm

if fluid flow and electrical current transmission within a
variable-aperture fracture are represented by the symbolic
relation
(1] D, = Fb)

where F(b) relates the spatial distribution of aperture, b, to
measured data describing flow, D, then inversion of the
measured data to yield the aperture distribution is symbol-
ically represented by

21 b=F'(D,)

Inversion of the data is typically implemented in an algo-
rithmic form. The actions of the algorithm are

m



PIGGOTT AND ELSWORTH

(i) manipulation of the measured data

(ii) generation of candidate aperture distributions

(i} approximation of the measured data using the current
estimate of the aperture distribution

{iv} evaluation of the quality of the approximation, and

{v) optimization of the approximation with respect to the
aperture distribution.
Detailed discussions of the first four of these actions are
presented is this paper. Because numerous solutions to the
optimization problem are available, enly the selection of
an appropriate solution methodology and the specification of
the problem are discussed.

Measured data record

Measured hydrautic heads or electrical potentials for mul-
tiple measurement points and a particular test configuration
may be expressed in vector notation. The syntax of this
vector is
(31 d},;=1d

m,i

m.i.l dm.i.l dm.i.;\’ml

where the entries of the vector are the data for each mea-
surement point, N, is the number of measurement points,
and superseript T indicates vector transpose, The number
of measurement points is constant for all tests conducted
on a given specimen. An arbitrary value is used in place of
a4 missing quantity to maintain the form of the vector if data
for a particular measurement point and test are unavailable.
The N, sets of measured data, resulting from various test
types and configurations may be assembied into a data record
with the matrix syntax

: ; : . ¢3]
(I)l("‘m]‘)n.!) (D.'-!("n.i’."n.l)
. (I)l(‘tn.'l*.\'n_g) (E)Z(.\.n'z._"n'z) cee (D
[0} T, =
(I)I(““H.Nn ‘-"';\_Nn} (!)2(—\-[]‘!\:" '-‘lﬂ.l\'n} R <

in which (v .y, ;) denotes the nodal point locations.

n.f

Calculated data record

Flow through a variable-aperture fracture may be simuiated
using any of various numerical approaches. The finite element
method was implemented in this study on the basis of both
the accuracy and flexibility offered by the method; how-
ever, the procedure is independent of the method of flow
simujation. and any suitable approach may be employed.
Using the finite element method. flow is mathematically
represented by
(] K, d.; =4,

In {it], K, is the global hydraulic or electrical condue-
tance matrix evaluated for the current estimate of the aper-
ture distribution, d_; is the vector of nodal hydraulic heads
or electrical potentials for a particular boundary-condition
configuration, and g, is the corresponding vector of nodal
fluid or electrical discharge.

The global conductance matrix is assembled foliowing
standard finite element procedures using

j=I

with (; defined as the hydraulic or electrical transmissivity of

P{“\lu.i""'n.l)

Np {'ru.:\’n '»"‘n.l\"n )
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dm.l dm.z\"]
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Aperture distributions

To generate an estimate of the distribution of aperture
within a fracture, it is first necessary 1o specify a model of
the variation of aperture within the fracture. This model
describes how aperture varies but does not describe actual
aperture magnitudes, The aperture-distribution model is
most conveniently expressed using a vector of N, physical
parameters

= T
151 p =1[pipa- Pyl
and a vector of interpolating functions
[6]  (x)' = [@,(6)) Dalxy) - Py ey
The spatial variation of aperture is then given by
(7Y bxy=@ ' p
Il is necessary to define this continucus distribution of
aperture at a number of predetermined positions {(e.g., the
locations of computational nodes} to simuiate flow through

a fracture. Interpolation of the aperture distribution at N,
nodal point locations may be performed using

(8] b=T,p

where b is a vector of nodal apertures with

191 b =1{b b, ...

b M |

The interpelation matrix has the form

the fracture at node j and K, ; as the global conductance
matrix formulated for a transmissivity of unity at node j
and zero at all other nodes. In this implementation, the nodal
conductance mairices are formulated at the element level
using an isoparametric finite element procedure (Huyakorn
and Pinder 1983) where the distribution of transmissivity
within each element is interpolated from nodal values using
the shape functions applied in element formulation. The
variation of aperture within each element is therefore explic-
itly factored into the elemental conductance matrices.

For fluid flow, the nodal transmissivities derived from
the parallel plate analogy are

- T__8 yprpdnd
[13] ¢ mlzv[b} b3 b*"n]

where g is gravitational acceleration, and v is the kinematic
viscosity of the fluid. For electrical current flow, the nodal
transmissivities are

(4] (T = kb, by ... by]

where k, is the electrical conductivity of the fluid saturating
the fracture.

The calculated data record is assembled from the distri-
butions of hydraulic head and electrical potential derived
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by the solution of [11]. The syntax of the calculated data
record is

[15] Dr: = [dc.i d&:.z dc.!\’.]

which is similar to that of the measured data record, that
is, the columns in both records contain data corresponding
to a particular test type and configuration. The gquantities
are defined at the measurement and nodal-point locations
in the measured and calculated data records, respectively.
In general, these locations do not coincide, and the final
step in processing the calculated data record is interpola-
tion of the calculated quantities at the measurement-point
locations. This 1s represented by

[16] D, e TpD,

Through judicious discretization. it is generally possible to
specify nodal locations that correspond to the locations of the
measurement points. In ihis case, the entries of the inter-
polating matrix, Ty, are either unity or zere, arranged to
return the nodal quantities corresponding to each measure-
ment point.

Calculation of the error function

The error function describes the discrepancy between the
measured data record and the calculated data record for the
current estimate of the aperiure distribution. An appropri-
ate definition of the error function is

NN 2

177 E(p)= ZZW}.; ‘DC,‘J- WD“‘.‘,,' [

i=1 j=|

where W;; are weighting factors that regulate the coniribu-
tion of the error increment for each measurement point and
data set (the data for a particular test type and configura-
tion). Several influences are reflected in these weighting
factors. First, the weighting factors for each measurement
point are proportional to the area of the specimen that is
tributary to that point. This ensures that the error function is
an expression of the average error over the area of the frac-
ture. Second, the weighting factors for each data set are
inversely proportional to a characteristic magnitude of the
data. This ensures that the error increments for electrical
daia, which might be measured in volts, are not overwhelmed
by the increments for hydraulic data, which might be mea-
sured in hundreds of millimetres. Failure to compensate for
differing characteristic magnitudes causes the inversion algo-
rithm to return an aperture distribution that is biased towards
data sets with large characteristic magnitudes. Third, the
weighting factors express a qualitative measure of confi-
dence in the data and of the significance of the data to the
analysis. Finally, if a measured or calculated quantity is
unknown and assigned an arbitrary vaiue, the corresponding
weighting factor is assigned a value of zero.

Minimizarion of the error function

The best estimate of the aperture distribution is obtained
by minimizing the error function with respect to the para-
meters regulating the distribution. This translates to an opti-
mization problem in which the minimum of the error func-
tion corresponds to the optimality condition.

At this point, it is useful to apply the concept of para-
meter space, defined as the N -dimensional space associ-
ated with the physical parameters in the aperture distribution
model. A single value of the error function exists for each
point in parameter space, and each point defines a unique

combination of the physical parameters and therefore a
unique aperture distribution. The function of an optimization
algorithm is to locate the point in parameter space corre-
sponding to the minimum value of the error function.

Optimization algorithns

Selection of an optimization algorithm for a particular
problem must take a number of factors into consideration,
A brief review of these issues is presented here; more com-
prehensive discussions are presented by Gill et al. (1981)
and Press et al. {1986).

Optimization probiems can be divided into two categories.
In continuous optimization problems. the parameters assume
any value within a predetermined range of values. In dis-
crete optimization problems, the parameters assume only
specified values. The optimization problem defined here is
continuous.

Certain solution procedures for continuous optimization
problems reguire knowledge of the first and second deriv-
atives of the error function (the gradient vector and Hessian
matrix). If expressions for these quantities are available,
then methods that utilize this information are frequently
most effective. While the absence of expressions for the
gradient vector and Hessian matrix does not preclude the
use of these methods, the computational burden of estimat-
ing these quantities using numerical approaches is often not
justified. Neither the gradient vector nor Hessian matrix are
known in the present optimization problem.

A final factor to be considered in selecting an optimization
aigorithm is the potential for discontinuities or intense non-
linearity in the error function. In these cases, direct-search
optimization algorithms are most appropriate. The error
function defined previously displays marked noniinearity.

The AMOEBA optimization algorithm of Press et al.
{1986) was selected for use in this study. This algorithm is
appiicable to continuous optimization problems and does
not require caiculation of the gradient vector or Hessian
matrix. Additionaily. the algorithm accommodates the non-
linearity of the errar function.

The AMOEBA algorithm is an implementation of the poly-
tope direct-search procedure. A polytope is a N -dimensional
geometric form defined by N, + | veriices {e.g., a tetrahedron
in three-dimensional parameter space). The error function
is evaluated at each of the vertices, and a motion of the poly-
iope is selected based on a comparison of these error-function
values. Through a series of motions, the polytope moves
towards a minimum of the error function. Successful appli-
cations of polytope optimization algorithms to geomechanics
problems are noted in the literature (Gioda and Maier 1980,
Cividini et al. 1981).

Two conditions in inverse analysis warrant special con-
sideration, The first occurs when multiple points in para-
meter space have the same minimum value of the error func-
tion. Since these points correspond io equally accurate
approximations of the measured data. there is no unique
best estimate of the physical parameters. The second con-
dition occurs when the parameter space contains local min-
ima that optimization algorithms are often unable to dis-
tinguish from the global minimum. A test of the uniqueness
of a solution is obtained by restarting the optimization algo-
rithm with a different initial estimate of the parameters
(Press et al. 1986). If the algorithm returns to the same
point in parameter space. a unigue solution is likely. If the
aigorithm locates a different point with a similar error-
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Fig. 2. Hlustration of the {racture specimen showing the arrange-
ment of measurement peints and computational nodal points,

function magnitude, a nonunigque solution is probable. Finally,
if the algorithm locates a different peint with a significantly
different error-function magnitude, then one or both of the
solutions may be focal minima.

Parameter constraints

Minimization of the error function is often performed
subject to constraints that restrict the values of the physi-
cal parameters. One form of constraint is the definition of per-
missibie and impermissible regions of parameter space. For
example, fracture aperture may be constrained within a range
of values such that

{1B] b, Ssbx)sh

mux

where b, and b, are specified minimom and maximum
permissible apertures. This form of constraint may be imple-
mented by examining the nodal apertures corresponding to
the current estimate of the physical parameters and assign-
ing an arbitrarily large vaiue to the error function if the
constraint is violated at any of the nodes. This forces the
optimization algorithm to recoil from that region of param-
eier space.

A second form of constraint arises when the values of
the physical parameters are explicitly related. For example,
under laboratory conditions it is possible to measure the
total volume of a fracture and determine volumetric mean
aperture as the ratio of fracture volume to area. It is appro-
priate to require that the averages of the estimated aperture
distributions are constant and equal to the measured volu-
metric mean aperture. In this case, the parameters must
satisfy

N9 py [, (eoy)da+py [d, (x.y)dA+

Ar A

Py jtbl\,p (x.y}dA=Ab,

Ag

with A, and b, defined as the area and volumetric mean
aperture of the fracture, respectively. Relations analogous
to [19] may be written if aperture is known at points within
the fracture as the result of direct measurements,

Each constraint in the form of [19] reduces the number
of degrees of freedom in the optimization problem by one.

TasLe . Equivalent hydraulic
apertures determined from peint-
source tests {Piggott 1990)

Aperiure

Injection point {mm)
9 0.15

10 0.14

il 0.18

12 0.17

17 0.12

18 0.12

19 0.12

20 0.12

For example, if four physical parameters are defined, if vol-
umetric mean aperture is known, and if aperture is known at
one point in the fracture, then the reduced dimension of the
optimization probiem is two, i.e., N = 4 — 2 = 3, The
solution to this reduced-dimension problem is obtained by
minimizing the error function with respect to a N-dimensional
vector of optimization parameters, r. The physical parame-
ters and optimization parameters are related via

(200 p=T,r +p,

Here, p, is any estimate of the physical parameters that sat-
isfies the constraints, and the syntax of T is

2] T,=[ry v .oyl

where v; are N -dimensional basis vectors that span the por-
tion of physical parameter space which is permissible sub-
ject to constraints with the form of [19].

Constraints such as [I8] prohibit the optimization algorithm
from entering unreasonable regions of parameter space {(e.g.,
regions associated with nodal apertures that are substan-
tially less than or greater than realistic values). This avoids
the formulation of poorly conditioned simulation problems
and decreases the computational burden of an analysis by
decreasing the number of parameter-value combinations that
must be examined. Constraints such as [19] reduce the num-
ber of degrees of freedom in the optimization problem and
therefore also decrease the computational burden of an
analysis.

Application to laboratory data

The resulis of laboratory tests reported by Piggott (1990)
are suitable for analysis using the procedure described in
this paper. These results were selected for this initial appli-
cation of the aperture-characierization procedure on the
basis that the geometry of the specimen and boundary con-
ditions are known, thereby eliminating uncertainty in these
quantities from the complications of the analysis.

The tests were performed on a natural fracture specimen
in granite obtained from the Underground Research
Laboratory of Atomic Energy of Canada Limited. Details
of the geology of the site and the extraction of the speci-
men are presented by Lang (1986). The fracture is oriented
along the axis of a 190 mm diameter by 320 mm long core.
Twenty 5 mm diameter holes were drilled through the core
to form the array of measurement points shown in Fig. 2.
Each measurement point was instrumented with flexible
tubing and two-conductor copper wire. The tubing was used
to measure hydraalic heads and to inject fluid into the frac-
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TapLe 2. Summary of the measured data

Injection point

Measurement
point 22¢ a2k 94 10" I 127 17 18° 194 20¢
1 0.079  0.118  0.132  0.110 0216  0.188 0.039 0039 0041 0041
2 0.091  0.i123  0.147  0.140  0.284 0236  0.05%  0.050 0032 0.030
3 0.094 (0.123  0.139  0.144  0.35% 0363 0.055 0.057 0058 0.057
4 0100 0,134 0.128 0.136  0.358 (0413 0.0535 0057 0058 0.037
5 0181 0.281  0.335 0271 0455 0400 0.095  0.097 0098 0.098
6 0170 0272 0271 0234 0537 0469 0.091  0.09F 0094 (0.093
7 0180 0275 0.256 0258  0.687  0.631  0.098 0.100 0103  0.102
8 0.157  0.237 0214 0.225  0.619 0750 0.092  0.0%94 0.087  0.0%6
9 0.449  0.469 na* 0.754  0.634 (0.563  0.317  0.320 0.319 (.320
10 0.459 0.457 0.838 na® 0.838 0.663 0334 0361 0361 0.359
Il 0.319  0.433  0.338  0.386 na® 0,869 0,159 0.162 0,166 0.166
12 0.299 0420 0308 0326 0.925 na® 0.16% 0171 0173 0.177
13 0.81¢  0.679 [.083 1.038 0963 0931 0.874 0.87¢ 0.870 0.865
14 0.831 0680 1.000 1.034 1.022 0994 0905 0926 0923 0.909
I3 0.804 0.667 0925 0953 1.060 1.069 0.869 0.887 0908 0.898
16 0776 0.660 G.872 (0.890 1.030 1.200 0830 0.840 0.867 0.89i
17 0.979 0909 1000 1.004 1.000 1.600 na’ 1.000 0992 (0,993
18 0933 0870 1004  1.000  1.007 1.600  0.988 na’ 0994 0.987
19 0943 0782 0992 0.996 1.007 1.013 0973 0.987 nat  1.007
20 0.946 0863 0.98F 0983 1.007 1.013 0973 (0.980 1.008 na‘

“Hydraunlic data.
*Electrical data.

“Hydraulic heads at the injection point are not available for the point-seurce sests, Weighting fuctors of zero are assigned

1o these observations,

ture, the wire 1o measure electrical potentials and saline
tracer breakthrough. The void volume introduced by the
holes was minimized by filling the holes with sealant to the
fracture surface. The remaining excess volume is of little
consequence because the tests were conducted under con-
ditions of steady-state flow. Tracer transport is most influ-
enced by the excess volume, with the impact limited by
minimizing the volume. Following instrumentation, the spec-
imen was clamped circumferentially aad the intersections
of the fracture with the sides of the core were sealed. Platens
were installed along the intersections of the fracture with
the ends of the core. Channels within the platens distribute
fluid and electrical current along these boundaries. Additional
measurement points were then established at the centres of
the platens.

Tests were conducted under nominally mated and sheared
conditions. Only the results of the tests conducted under
mated conditions are addressed here. Under sheared condi-
tions, the average aperture of the fracture was large rela-
tive to the magnitude of spatial variations in aperture, and the
aperture distribution did not generate significant variabil-
ity in either hydraulic head or electrical potential.
Characterization of the aperture distribution under sheared
conditions would simply reflect the uniformity of the mea-
sured data.

The tests performed on the specimen included hydraulic
tests in which fluid was injected at the bottom of the spec-
imen (measurement point 22 in Fig. 2} and withdrawn at
the top of specimen (measurement point 21). Electrical and
tracer tests with the same configuration were also performed.
Additionally, point-source hydraulic and tracer tests were
conducted. Here, fluid was sequentially injected at mea-
surement points 9-12 and 17-20 and withdrawn at the top of
the specimen. The data collected from the tests include

observations of hydraulic head, electrical potential, and
tracer breakthrough at each measurement point where the
observations correspond 1o the varying configuration of
injection and withdrawal. A complete description of the
experimental program and procedures is presented in Piggott
(1990). Only hydraulic and electrical data are considered
in inverse analysis. Tracer test resnlts are used to assess the
aperture distributions estimated from the hydraulic and elec-
trical data.

The data collected during the point-source hydraulic tests
are interpreted in Piggott (1990) as equivalent apertures,
which are a measure of the average aperture encountered
by fluid flowing from the injection point to outlet. Table |
lists these equivalent aperiures. Because of the divergent
nature of the flow field in the vicinity of the injection points,
the equivalent apertures are strongly weighted towards aper-
ture magnitedes adjacent to the injection points. Two trends
are apparent in the equivalent apertures. First, the apertures
determined from injection at points 17-20 are less than
those for points 9-12, Second, the apertures determined
from injection at points 9 and 10 are less than those for
points 11 and 12. These trends indicate a flow constriction
between points 9-12 and 17-20 and suggest that this con-
striction persists between points 9 and 10 and the outlet.
This observation supports the notion that the distribution
of aperture within the fracture can be characterized from
the measured data.

The data collected from tests conducted under mated con-
ditions are summarized, in dimensioniess form, in Table 2.
In this form, each data set is translated and scaled using
the data for points 2t and 22 such that the dimensionless
values for points 21 and 22 are zero and unity, respectively.
By rendering the data dimensionless in this manner, all of the
data sets have roughly equivalent characteristic magnitudes.
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TasLe 3. Tributary areas of the
measurement points

Measurement Tributary area

point (mm’“)
1 2081.25

2 331250

3 331230

4 2981.25

5 2812.50

& 3125.00

7 3125.00

8 2812.50

9 2812.50
10 3125.00
11 3125.60
12 2812.50
13 281250
14 3125.00
15 3125.00
16 2812.50
17 2981.25
18 331250
19 3312.56
20 2981.25

Tolal 190 x 320 = 60 800

The calculated data are similarly translated and scaled prior
to evaluating the error function.

The weighting factors for each of the observations were
derived using

where A, is the tributary area of each measurement point,
Ap is the total area of the fracture, and w; is the weight
assigned to each data set. Table 3 lists the tributary areas
of the measurement points. Unit weights (w; = 1} were
specified for the data sets corresponding to injection at point
22. The point-source data. collectively, were also assigned a
unit weight; thus, each set of point-source data was assigned
a weight equal to one-eighth the weight for the data sets
corresponding io injection at point 22 (w; = (.125).

Flow through the specimen was simulated using the array
of 459 nodes and 416 four-noded elements shown in Fig. 2.

Analyses were conducted using the three aperture-
distribution models illustrated in Fig. 3. Models | and 2
are based on a piecewise constant distribution of aperture
where the aperture in each element is equal to the aperture
defined at the central interpelating peint. The geometry of
model | was derived from the geometry of the array of mea-
surement points. The geometry of model 2 was specified
to yield a sparser parameterization (i.e., fewer parameters).
The aperture distribution in model 3 is described by
Lagrangian inerpolating functions defined by the array of
interpolating points. This model permits a quadratic variation
of aperture across the width of the specimen and a cubic
variation along the length of the specimen.

Minimum and maximum permissible apertures were arbi-
trarily specified as 0.0027 and 2.7 mim, and the measured
volumetric mean aperture of 0.27 mm was specified as a
constraint. This resulted in optimization problems with
17 optimization parameters for aperture-distribution model 1,
7 parameters for model 2, and 11 parameters for model 3.

Interpolating poings

Model 1

Ferimeter of constant
aperture element

Model 2

Fi16. 3. Geometry of the aperiure-distribution models. The
aperture distributions in models 1 and 2 are piecewise constant,
with the aperture in each element represented at the central inter-
pelating point. The aperture distribution in model 3 is derived
from Lagrangian interpolating functions defined by the array of
interpolating points.

In all three analyses, optimization parameters corre-
sponding to a uniform aperture distribution were specified as
an initial estimate. This distribution yields an error-function
magnitude of 4.58 x 107", The vertices of the initial poly-
tope were generated from she initial parameter estimate as
described by Press et al. (1986). In accordance with the rec-
ommendations of Gioda and Maier (193(), the AMOEBA
algorithm was modified to terminate only when both the
optimization parameters and error-function magnitudes at
the vertices of the polytope differ by less than a prescribed
quantity (107° times the initial difference in these quanti-
ties). The algorithm was restarted once with the vertices of
the second initial polytope generated from the estimate of the
optimization parameters determined from the first applica-
tion of the algorithm. The minimum error function magni-
tudes derived in this manner are 5.97 x 1077, 8.27 x 1073,
and 9.37 x 1077 for aperture distribution models 1, 2, and 3,
respectively. Table 4 lists the final estimates of the physical
parameters (i.e., the apertures at the interpolating points)
corresponding to these minima, The minimum error func-
tion magnitude for aperture-distribution model 2 is greater
than that for model 1. This is an expected result, since a
decrease in the number of optimization parameters typically
resulis in a degraded best approximation of the measured
data. The minimum error-function magnitude for model 3
is greater than that for model 2 despite the fact that a larger
number of optimization parameters are associated with
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TaBLE 4. Estimated apertures at the interpolating points

Aperture {mm}

Interpolating

point Model 1 Model 2 Model 3
I 0.229 0.283 0.850
2 0.294 0.386 0.649
3 0.390 0.153 0.316
4 0.220 0.201 0.133
5 0.369 0.315 0.144
6 0.255 0.207 0.239
7 0.157 0.313 0.388
8 0.165 0.326 0.241
9 0.190 0.245
10 0.335 0.199
11 0.173 0.179
i2 0.224 0.431
i3 0.407
14 0.367
15 0.363
16 0.276
17 0.062
18 0.318
8.2
0.1
Restart

Dptimization parameters, r
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0 1000 2000 3000 4069 5000

Error-function evaluation number
Fi1G. 4. Record of the values of optimization parameters 1, 9,

and 17 {i = 1, 9, 17) and the error function for the analysis
using aperture-distribution model I.

model 3 than with model 2. A possible explanation for this
outcome is that, unlike models 1 and 2, model 3 has a pre-
determined and continuous functional variation of aperture.

The values of the optimization parameters and error func-
tion were recorded each time the AMOEBA algorithm called
the error-function calculation routine. Figure 4 shows the
values of selected optimization parameters and the error
function for the analysis using aperture-distribution model 1,
The optimization parameters and error function converge
to nearly constant values prior to the initial termination of the
algorithm. Following restart, both the optimization parameters
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FrG. 5. Estimated aperture distributions.

and error function return to effectively the same values as
those obtained during the first application of the algorithm.
This suggests that a unique best estimate of the aperture
distribution exists for model 1. Similar results are noted for
modeis 2 and 3.

Figure 5 shows the variations of aperture within the spec-
imen corresponding to the aperture-distribution models
shown in Fig. 3 and the estimated apertures listed in Table 4.
Although details of the estimated aperture distributions dif-
fer as the result of the different underlying models, macro-
scopic similarities are apparent. All of the distributions dis-
play a region of diminished aperture approximately half-way
along the length of the specimen, which widens and becomes
less pronounced towards the right-hand side of the specimen.

As an independent evaluation of the estimated aperture
distributions, the results of tracer tests conducted between
measurement points 22 and 21 were simulated using the
particle-tracking algorithm described by Piggott (1990).
Studies indicate that this approach provides only a crude
representation of tracer transport through variable-aperture
fractures (Goode and Shapirc 1991), thus the simulated
results are only a qualitative measure of tracer transport.
Figure 6 compares the measured distribution of dimension-
less tracer transit time to the simulated results for the three
estimated aperture distributions. Dimensionless tracer tran-
sit times for each measurement point were calculated as the
number of injected pore volumes of tracer solution corre-
sponding to the median arrival time of the tracer. Mean
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Measured Model 1

Model 2

0. 4]

\

FiG. 6. Measured and simulated distributions of dimensionless tracer transit time. The tracer is injected along the bottom of the spec-

imen and withdrawn along the top.

arrival iimes were substituted for median values in calcu-
lating the simulated resuits. The simulated results were then
scaled to minimize the difference between the simulated
and measured data. It is therefore appropriate to compare
only the form of the measured and simulated distributions and
not the magnitude of the resulis.

There is overall agreement between the forms of the mea-
sured and simulated results. However, the simulated results
do not replicate the details of the measured distribution,
and the correspondence should be regarded as qualitative. All
of the distributions illustrate more rapid tracer transport
along the right-hand side of the specimen than along the
ieft-hand side. The estimated aperture distributions suggest
that, overail, apertures along the right-hand side of the spee-
imen are less than those along the left-hand side. This neces-
sitates accelerated flow velocities because, if continuity is to
be maintained, velocity must increase if aperture decreases.
Additionally. the results consistently illustrate more rapid
transport in the lower and central portions of the specimen
than in the upper portion. The aperture distributions, par-
ticularly the distribution derived from model i, indicate that
the lower and central portions of the specimen are charac-
terized by smaller apertures than the upper portion, again
necessitating accelerated flow velocities.

Although there are discrepancies between the measured
and simulated distributions of tracer transit time, the simu-
lated results provide a betier description of the variability of
tracer transport than that derived from an equivalent aperture
model (Piggott 1990). The equivalent aperture model assumes
a uniform distribution of aperture and predicts a constant
rate of tracer transport, with the resulting contours of tracer
transit time appearing as uniformly spaced, linear features ori-
ented perpendicuiar to the overall direction of tracer transport.

Discussion and conclusions
The aperture-characterization procedure is applicable to
interpretation of hydraulic and electrical data describing
flow through a single fracture in a lithology of low matrix
conductivity. Studies to date have shown the procedure to be

robust and efficient. Computational implementation of the
procedure follows directly from the algorithm described
herein. The code is compact and was developed and exe-
cuted on a 25-MHz 486 personal computer using an
extended-memory FORTRAN compiler. Computational times
varied from | h for aperture-distribution for model 3t0 6 h
for model 1.

The estimated aperture distributions display similar char-
acteristics at the macroscopic scale, notably a region of
diminished aperture. The equivalent apertures derived from
the point-source tests support both the location and geometry
of this region. Additionaily, the agreement between the mea-
sured and simulated tracer transit time distributions sup-
ports the validity of the aperture distributions, Based on
these results, it appears that the variability of flow within the
fracture specimen is largely the product of the region of
diminished aperture. It is likely that this anomaly is the
result of a mismatch of the two halves of the specimen.
Inspection of the topography of the fracture surface reveals
a pronounced offset in the vicinity of the anomaly that could
produce a region of diminished aperture if the specimen
were subjected to an appropriate shear displacement.

Replication of the tracer test results is a significant ouicome
of this study. This demonstrates that, at least in this case,
the contaminant transport behaviour of a fracture can be
approximated from the apaiysis of hydraulic and electrical
data. This conclusion has implications at in situ scales,
where hydraulic tests are more conveniently performed than
tracer tests, and at laboratory scales, where high-resolution
electrical data could be obtained and used to derive detailed
characterizations of aperture.

This application of the aperture-characterization proce-
dure focuses on laboratory data. Application of the procedure
in situ is possible because similar tests can be conducted
and the analytical approach can be revised to accommodate
the changed configuration of the flow regime. For an in situ
application of the procedure, the boundary conditions applied
to the numerical model must represent flow beyond the
instrumented portion of the fracture.
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