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Abstract
Dynamic triggering of earthquakes by seismic waves generated by another earthquake is widely observed, while the underlying nucleation mechanisms remain unclear. We report here dynamically triggered earthquakes on laboratory faults with tightly constrained imaging of the triggering process. The arriving stress wave alters the contact state of the laboratory fault and initiates rupture nucleation in two distinct phases. The triggered rupture grows at a fraction of the shear-wave velocity (≈ 0.4Cₛ) and then transits to a very slow velocity (≈ 0.1Cₛ) before culminating into runaway shear. This intervening very slow rupture phase is present only for seismic ratios conducive to sub-Rayleigh ruptures and is notably absent for supershear events. Thus, the delay in triggering decreases to a minimum for triggered supershear ruptures, whereas it scales with the stress state for triggered sub-Rayleigh ruptures. These results may help explain key characteristics of delayed near-field dynamic triggering and provide a simple theoretical framework for dynamic triggering at greater distances.

Introduction
Earthquakes can trigger other seismic events both locally and thousands of kilometers apart (Kilb et al., 2000; Gomberg et al., 2003; West et al., 2005; Felzer and Brodsky, 2006; Hill and Prejean, 2015). Near-field triggering generally refers to earthquakes being triggered within a few fault lengths from the mainshock (Harris, 1998; Freed, 2005), which has been attributed to static or dynamic stress changes (Felzer and Brodsky, 2006; Richards-Dinger et al., 2010; van der Elst and Brodsky, 2010). One unique feature of near-field dynamic triggering is the time delay between the triggering stress-wave arrival and the onset of the resulting triggered event (Hill and Prejean, 2015). The time delay ranges from tens of seconds to years, which is either consistent with slow rupture propagation or implies a delayed triggering case (Hudnut et al., 1989; Belardinelli et al., 1999; Antonioli et al., 2002, 2006; Nissen et al., 2016). Understanding the key mechanisms of dynamic triggering of earthquakes, controls on this time delay, and modes of the resulting event have important implications in defining seismic hazards and precursors (Brink et al., 2020).

In the theoretical framework of Coulomb friction, faulting occurs when the shear stress acting on the fault exceeds its frictional strength. Therefore, dynamic triggering occurs when the dynamic stress carried by the seismic waves brings the shear stress beyond the strength of the fault (Hill and Prejean, 2015). However, extended time delays are generally inconsistent with Coulomb failure models because such models imply nearly instantaneous triggering. Thus, time delays are usually attributed to additional physical processes that invoke a time-dependent acceleration, including triggered aseismic slip (Shelly et al., 2011; Blank et al., 2021), alteration of frictional contact of fault (Johnson and Jia, 2005; Parsons, 2005; Johnson et al., 2008), and triggered time-dependent increase in pore pressure (Brodsky et al., 2003; Freed, 2005). In addition, for a fault controlled by the rate and state-dependent friction, delayed triggering is also theoretically possible (Gomberg et al., 1997; Perfettini et al., 2003). However, it is difficult to provide direct experimental evidence to verify these postulates. Recently, van der Elst and Savage (van der Elst and Savage, 2015) have shown that the basic rate and state-dependent friction could reproduce
delayed triggering of earthquakes. However, their theoretical predictions do not match well with their experimental results.

Over the past few decades, laboratory experiments have significantly extended our understanding of earthquake physics, especially on the nucleation process, rupture dynamics, and friction evolution (Rubino et al., 2017, 2020; Svetlizky et al., 2017; Tal et al., 2022). For example, the slow nucleation phase preceding dynamic ruptures is widely observed in stick-slip experiments (Ohnaka and Kuwahara, 1990; Nielsen et al., 2010; Latour et al., 2013; McLaskey, 2019), which is regarded as a precursor to earthquakes. In addition, with an elaborate diagnostic method, Rubinstein et al. (2004, 2007) revealed that it is the slow detachment front that weakens the fault and leads to the final failure when it traverses the fault. Regarding rupture dynamics, Xia et al. (2004) showed that an expanding sub-Rayleigh rupture can jump into the supershear regime through the Burridge–Andrews mechanism. In addition, spontaneously nucleated supershear ruptures have also been confirmed in other experiments (Ben-David et al., 2010; Passelègue et al., 2013). However, these experimental studies are mainly concentrated on the spontaneously nucleated earthquakes, where the ruptures initiate as a result of quasi-statically building-up stress (Ohnaka and Kuwahara, 1990; Rubinstein et al., 2004) or local release of normal stress (Xia et al., 2004; Rubino et al., 2017). The detailed nucleation process and rupture dynamics for dynamically triggered events have not yet been experimentally observed.

The objective of this work is to understand the time delay phenomenon of near-field dynamic triggering. We perform highly constrained experiments to reveal the entire process of near-field dynamic triggering from nucleation to dynamic propagation. Using P wave induced by an exploding wire, we disturb faults preloaded to various levels, leading to rupture nucleation and subsequent fully dynamic propagation. The widely observed time delay in dynamic triggering from field studies is reproduced in the laboratory and is recognized as the duration for rupture nucleation after the stress-wave perturbation. Our results suggest that the earthquake triggering mechanism is the alternation of fault contact in combination with the disturbed rupture nucleation.

**Methods**

**Experimental design**

We seek to understand the physical processes that control the time delay and subsequent selection of dynamic rupture velocity of earthquakes by observing triggered slip along frictionally
immobilized interfaces (i.e., the fault plane in Fig. 1). We eliminate any influence of fluid flow and enable a tight visual constraint by adopting dry laboratory faults of polymethyl methacrylate (PMMA). In 2D problems, both \( P \) and \( S \) waves are possible triggering agents. To isolate mechanisms other than dynamic changes in the Coulomb stress, we apply purely static changes on fault segments that are close to the \( P \) wave source. The length of the resulting strain pulse is ∼40 mm, with a 20 mm compressive phase with the magnitude of ∼200 με and a 20 mm tensile phase with nearly zero strain.

**Fault model**

Our laboratory fault (Fig. 1a) transects a biaxially stressed square sheet of PMMA (density \( \rho = 1200 \text{ kg/m}^3 \), Young’s modulus \( E = 4.82 \text{ GPa} \), shear modulus \( \mu = 1.73 \text{ GPa} \), Poisson’s ratio \( \nu = 0.40 \)) at 45°. The fault surfaces are carefully polished (number 600 grit sandpaper) to a uniform roughness to allow for repeatable conditions on the fault.

The laboratory fault (Fig. 1) is symmetrically disposed to distributed biaxial loads in the horizontal \( (F_1) \) and vertical \( (F_2) \) directions, resulting in the nominal normal \( \sigma_n \) and the shear \( \tau_0 \) stresses on the fault as

\[
\sigma_n = \frac{\sqrt{2} F_1 + F_2}{A}, \quad \tau_0 = \frac{\sqrt{2} F_1 - F_2}{A},
\]

in which \( A \) is the contact area of the fault.

Loading conditions on the fault are defined by the nondimensional seismic ratio \( S \) as (Andrews, 1985)

\[
S = \frac{\tau_s - \tau_0}{\tau_0 - \tau_d},
\]

in which \( \tau_0, \tau_s, \mu_n \), and \( \tau_d, \mu_d \) are the resolved shear stress on the fault, the static frictional strength, and the dynamic strength of the fault, respectively. The static coefficient of friction \( \mu_n \) is set to be 0.6. However, the dynamic coefficient of friction \( \mu_d \) may be slip rate dependent (Rubino et al., 2017). Here, we assume that \( \mu_d \) is in the range of 0.25–0.35 without loss of generality. To ensure the repeatability of the dimension of the specimen and the fault roughness, the specimen is reused by refreshing the fault surface with the same sandpaper every time prior to a new test.

**Exploding wire technique for stress-wave disturbance**

The \( P \)-wave triggering disturbance is induced using an off-fault exploding wire (Fig. 1). Such triggering has been extensively employed in laboratory earthquake experiments (Xia et al., 2004, 2005). However, unlike existing studies in which the thin (diameter ∼0.1 mm) metal wire is buried directly inside the fault, a small hole is drilled in the plate ∼30 mm orthogonal from the fault to house the wire. A switch discharges an electrical capacitor (100 μF with voltage up to 5 kV) and generates a high current (several thousand amperes) in the thin metal wire for a short duration as measured using the Rogowski coil. The high current transforms the metal wire into a high-pressure and high-temperature plasma in less than 10 μs. The expansion of the plasma generates a pressure wave that propagates into the PMMA plate and then onto the fault. A threshold voltage of ∼600 V is required to vaporize the ∼0.08 mm diameter and ∼10 mm long nickel wire used in this study.

Because the hole hosting the wire is very small, the stress induced by the explosion is essentially compressive (Xia et al., 2004), which is also verified by the explosion-induced strain field shown in Figure S1. The compressive \( P \) wave contributes insignificantly (or even negatively) to the Coulomb stress changes near the fault segments that are close to the \( P \) wave source. The measurement accuracy is affected by many factors, such as the speckle pattern, imaging resolution, camera self-noise, lightning variations, and DIC analysis parameters. To evaluate the performance of the diagnostic system for displacement measurements, we conduct the error analysis following the existing study (Rubino et al., 2020). Using the diagnostic system, we...
obtain the displacement field for a sequence of one hundred images of the static sample (Fig. 2a). Because these images are nominally identical, the resulting displacement can be considered to be the error with the diagnostic system. It can be seen that the displacement error generally follows a normal distribution (Fig. 2b). Therefore, we use the normal distribution function to fit the probability distribution of the displacement error for each image (Fig. 2c). The fitted bias and standard deviation for each image are shown in Figure 2d. The standard deviation is less than 1.25 μm, and the bias is nearly zero. Such a deviation is identified as the measurement error of the diagnostic system, which is equivalent to 0.004 pixels. The accuracy of the displacement measurement is reasonable and meets the measurement requirement of this work.

Results
Nucleation processes in triggered sub-Rayleigh and supershear rupture events
Typical results for a triggered sub-Rayleigh (the final rupture velocity below the Rayleigh-wave velocity of the material) event and a triggered supershear event are presented in Figure 3. Time zero is set from the known ignition timing from the Rogowski coil (Fig. 1). The stress-wave disturbance reaches the fault at about 11 μs (= 30 mm/Cp). The perturbation stress-wave decays rapidly with distances, and thus, the strongest perturbation is expected on the fault segments closest to E’, the orthogonal projection of the explosion site onto the fault (see Fig. S1). We locate the rupture tip using the spatiotemporal distribution of the fault slip (Fig. 3 and Text S2 and Fig. S2).

Figure 2. Error analysis for the displacement measurements. (a) The displacement field of the nominally identical images produced by the diagnostic system. The nominally identical images refer to the sequence of images of the static sample. (b) Probability distribution of the displacement error for the second image as an example. The normal distribution function is used to fit the distribution probability. (c) The fitted normal distribution function for a sequence of images. (d) The bias and the standard deviation for each image. The color version of this figure is available only in the electronic edition.
Sub-Rayleigh rupture. The nucleation process for a sub-Rayleigh event is illustrated in Figure 3a. The seismic ratio $S$ is 0.68 for this event. Initially, the rupture expands bilaterally from $E'$ after the stress-wave arrival and with an average velocity of $\sim 520$ m/s ($\sim 0.41C_s$). We term this stage phase I. The slight asymmetry of rupture growth is explained by edge effects from the proximity of the right-side loading platen (Fig. 1). Then at $\sim 56$ $\mu$s, the nucleation evolves into phase II, characterized by a reduced rupture velocity of $\sim 90$ m/s. This velocity is slightly higher than the rupture velocity ($30$–$50$ m/s) observed during the nucleation process of spontaneous rupture (Nielsen et al., 2010), which finally evolves into dynamic propagation by slowly increasing the quasistatic boundary loads only. The small difference in the rupture velocity may be attributed to the dynamic nature of the stress-wave disturbance because the loading rate of the stress-wave is higher than that of the quasistatic loads in spontaneous rupture tests and the rupture growth velocity within the nucleation zone is rate dependent (Kato et al., 1992; Ohnaka, 1996; Kaneko et al., 2016). Because there is no remarkable acceleration in rupture speed during this stage, phase II resembles quasistatic, stable growth observed for spontaneous ruptures (Ohnaka, 1996; Nielsen et al., 2010; Latour et al., 2013). At about 275 $\mu$s, the rupture attains a critical, theoretical unstable length ($2L_c$) of 98 mm, after which there is a transient but rapid acceleration in rupture speed. Finally, the dynamic rupture attains a velocity of 740 m/s ($\sim 0.61C_s$). Thus, the time delay for this sub-Rayleigh event is determined as 264 $\mu$s by subtracting the stress-wave propagation delay ($11$ $\mu$s) from the timing of the onset of rupture acceleration (275 $\mu$s). Such an observation of rupture velocity variation is similar to that reported previously (Rubinstein et al., 2007), although the loading conditions are quite different.

Supershear Rupture. For the triggered supershear event, the seismic ratio $S$ is 0.68. For this event, the fully dynamic rupture begins at 50 $\mu$s (Fig. 3b) and with a higher rupture velocity of 1.45 km/s—representative of supershear ($\sim 1.20C_s$). Furthermore, the critical rupture length ($2L_c$) is smaller at $\sim 44$ mm (vs. $\sim 62$ mm sub-Rayleigh), and the time delay is shorter ($\sim 39$ vs. $\sim 54$ $\mu$s). The nucleation process prior to the dynamic rupture is not well constrained due to the limited resolution. However, during nucleation, the average rupture velocity can be estimated at $\sim 560$ m/s from Figure 3b, which is consistent with the velocity during phase I, as observed in Figure 3a. Thus, we identify only phase I behavior during the nucleation of this supershear event, with phase II being absent. In addition, as compared with the spontaneous rupture nucleation, the acceleration phase immediately prior to the dynamic rupture propagation is too transient to be discerned, perhaps due to the fact that the supershear transition is very fast. This direct supershear transition has been reported for sufficiently stressed faults in numerical simulations (Liu et al., 2014).

Combined rupture behaviors. A total of eight earthquake dynamic triggering experiments are conducted to probe the general rupture behaviors of the triggered events. To better understand the nucleation process of triggered events, we summarize the experimental results in Figure 4. The events are approximately symmetrical, but we show only the time delays for the left-propagating events with the longer rupture length (60 mm), avoiding the boundary influence of the right loading.
platen. The stacked results show that, during the nucleation process (indicated as open circles), all events exhibit similar characteristics: after initiating from $E'$, the rupture enters the aforementioned two phases (I & II). Depending on the static biaxial stress state, the rupture may accelerate into supershear velocity directly from phase I (with a smaller critical half rupture length $L_c$ and absent phase II) or transit via a protracted nucleation stage to sub-Rayleigh velocity directly following phase II (with a larger $L_c$). There may be a critical half rupture length of ~25 mm beyond which the nucleated rupture assumes a sub-Rayleigh velocity.

Rupture velocity of dynamically triggered events

Figure 5a shows that the final rupture velocity generally decreases with increases in seismic ratio $S$. Supershear ruptures generally occur on weak faults (in our experiments for $S < 0.5$), whereas sub-Rayleigh ruptures occur on strong faults ($S > 0.5$), with an apparent time delay threshold of 50 μs. Our results highlight that the rupture speed of the triggered event can exceed the shear wavespeed, which may produce surprisingly large ground motions due to the passing of the Mach cone (Das, 2007). However, the critical value ($S \sim 0.5$) for supershear mode is significantly smaller than the threshold values of 1.77 predicted for unbounded 2D faults (Andrews, 1985) and 1.19 for 3D faults (Dunham, 2007). This smaller critical $S$ value for triggered supershear rupture indicates that triggered supershear ruptures require more demanding stress conditions. Importantly, our observation is consistent with the results in which the spontaneous nucleated ruptures propagate at various speeds below Rayleigh wavespeeds or above the shear wavespeed (Kammer et al., 2018).

Figure 5a also shows that the time delay is coupled with the seismic ratio $S$ and rupture velocity. In Figure 5b, we explicitly display the relationship between the time delay and $S$. For the triggered sub-Rayleigh events, the time delay generally increases with $S$. Nevertheless, the time delay of the triggered supershear events seems to be independent of the seismic ratio $S$ within the measurement error of this study. To our best knowledge, there are two likely cases of triggered supershear events: the 2001 $M_w$ 7.8 Kunlun and the 2002 $M_w$ 7.8 Denali fault earthquakes (Ozacar et al., 2003; Ozacar and Beck, 2004). For both events, ruptures started at a nearby fault as a sub-Rayleigh subevent and then jumped to the neighboring strike-slip fault as a supershear rupture.

Discussion

Alteration of critical slip distance

Change in the mean critical slip distance $d_c$ from dynamic disturbance has also been suggested as a mechanism for the time delay (Parsons, 2005). Similarly, in this work, it is possible for the perturbing $P$ wave to alter the critical slip distance. Therefore, we attempt to estimate the critical slip distance $d_c$, based on the observed critical half rupture length $L_c$ and the static stress states in the following using all our tests listed in Table 1.

Within the theoretical framework of slip-weakening behavior (Palmer and Rice, 1973), the critical half rupture length of the fault is (Andrews, 1976)

$$L_c = \frac{1 + \nu}{\pi} \frac{(\tau_s - \tau_d)}{(\tau_0 - \tau_d)^2} \mu d_c,$$

(3)

in which $\mu$ is the shear modulus, $\nu$ is Poisson’s ratio, and $d_c$ is the critical slip distance. $\tau_0$, $\tau_s = \mu \sigma_n$, and $\tau_d = \mu_d \sigma_n$ are the resolved shear stress on the fault, the static frictional strength, and the dynamic strength of the fault, respectively. It should be noted that equation (3) is appropriate for the quasistatic nucleation process rather than the disturbed nucleation associated with dynamic process in this study because the energy release rate of dynamic ruptures is different from that of quasistatic ruptures.

To quantify the energy release rate during the disturbed nucleation process more precisely, we take the effect of rupture velocity ($V_r$) into consideration by introducing the velocity factor $g(V_r)$ into the available energy release rate $G(V_r)$. The available energy release rate is then

$$G(V_r) = g(V_r) G(0),$$

(4)
in which \( G(0) = \frac{\pi}{(1 + \mu)} \left( \tau_0 - \tau_d \right)^2 L_c \) is the available energy release rate for a critical static crack (Andrews, 1976) and \( g(V_r) = (1 - V_r/C_p)/\sqrt{1 - V_r/C_s} \) is a universal function of rupture speed \( V_r \) (Fossum and Freund, 1975; Venkataraman and Kanamori, 2004). Then, at the critical half rupture length \( L_c \), the balance between the available energy release rate with the fracture energy \( G_c \) yields

\[
G(V_r) = 2G_c,
\]

in which \( G_c = 1/2(\tau_s - \tau_d)d_c \). Therefore, the critical half rupture length is then

\[
L_c = \frac{1}{g(V_r)} \frac{1 + v}{\pi} \left( \frac{\tau_s - \tau_d}{\tau_0 - \tau_d} \right)^2 \mu d_c.
\]

### Table 1

<table>
<thead>
<tr>
<th>Test Number</th>
<th>Horizontal Loading, ( F_1 ) (kN)</th>
<th>Vertical Loading, ( F_2 ) (kN)</th>
<th>Normal Stress (MPa)</th>
<th>Shear Stress (MPa)</th>
<th>Seismic Ratio, ( S )</th>
<th>Rupture Velocity (km/s)</th>
<th>Critical Rupture Length, ( 2L_c ) (mm)</th>
<th>Delay (( \mu )s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>34.28</td>
<td>9.20</td>
<td>8.78</td>
<td>5.06</td>
<td>0.08</td>
<td>1.61</td>
<td>40</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>20.49</td>
<td>6.64</td>
<td>5.48</td>
<td>2.80</td>
<td>0.43</td>
<td>1.51</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>10.02</td>
<td>3.08</td>
<td>2.65</td>
<td>1.40</td>
<td>0.31</td>
<td>1.45</td>
<td>44</td>
<td>39</td>
</tr>
<tr>
<td>4</td>
<td>15.72</td>
<td>4.90</td>
<td>4.16</td>
<td>2.18</td>
<td>0.33</td>
<td>1.42</td>
<td>42</td>
<td>42</td>
</tr>
<tr>
<td>5</td>
<td>8.38</td>
<td>2.57</td>
<td>2.21</td>
<td>1.17</td>
<td>0.30</td>
<td>1.32</td>
<td>43</td>
<td>47</td>
</tr>
<tr>
<td>6</td>
<td>5.89</td>
<td>2.15</td>
<td>1.62</td>
<td>0.75</td>
<td>0.82</td>
<td>0.94</td>
<td>62</td>
<td>67</td>
</tr>
<tr>
<td>7</td>
<td>6.81</td>
<td>2.82</td>
<td>1.94</td>
<td>0.81</td>
<td>1.61</td>
<td>0.73</td>
<td>98</td>
<td>264</td>
</tr>
<tr>
<td>8</td>
<td>3.59</td>
<td>1.26</td>
<td>0.98</td>
<td>0.47</td>
<td>0.68</td>
<td>0.74</td>
<td>70</td>
<td>149</td>
</tr>
</tbody>
</table>
with critical rupture lengths ($2L_c$) larger than 50 mm (Fig. 6a). This critical slip distance $d_c$ is similar to that estimated in earlier laboratory studies (Xia et al., 2004; Svetlizky et al., 2020). For events with critical rupture lengths smaller than 50 mm, the critical slip distance $d_c$ is in the range of 10–60 μm (Fig. 6a). Comparing the estimated $d_c$ for these events, we find that $d_c$ of the events with critical rupture lengths $2L_c < 50$ mm is larger than that of the events with critical rupture lengths $2L_c > 50$ mm (Fig. 6b). Because the half critical rupture length ($L_c$) is equal to the distance between the rupture initiation point (point $E'$) and the rupture tips, the variation of $d_c$ with $L_c$ indicates the nonuniformly distributed $d_c$. It is clear that the fault segment close to point $E'$ is characterized with a larger $d_c$. Considering that $d_c$ is nominally uniform on the fault before the $P$-wave perturbation, we could conclude that the perturbing $P$ wave may alter the distribution of $d_c$.

**Possible changes in fault contact state**

In Figure 7, we plot the estimated $d_c$ as a function of the distance relative to the rupture initiation point (point $E'$) along the fault. According to the distribution of $d_c$, we divide the fault into undisturbed and disturbed zones. Considering the distribution of $d_c$ and the geometrical attenuation of the exploding wave, it is reasonable to accept that the contact state in the disturbed zone is altered by the perturbing $P$ wave. As suggested by (Scholz, 1988; Harbord et al., 2017), the contact state of the fault is related to the critical slip distance $d_c$, a frictional parameter that can be considered to be the maximum distance between asperities. Now, we are wondering how the perturbing $P$ wave alters the local microscopic contact state of the fault and leads to the nonuniformly distributed $d_c$. However, due to the limited spatiotemporal resolution of observation of this work, we are unable to directly observe the changes in the microscopic contact state at the nucleation onset.

![Figure 6](http://pubs.geoscienceworld.org/ssa/srl/article-pdf/doi/10.1785/0220220264/5738268/srl-2022264.1.pdf)

**Figure 6.** (a) Dependence of the critical rupture length ($2L_c$) on the stress state and nucleation dynamics. The green dashed curves correspond to theoretical predictions of the critical rupture length ($2L_c$) based on the revised model using $d_c$ of 5, 10, 20, and 40 μm, respectively. (b) Estimated $d_c$ as a function of the critical rupture length. The color version of this figure is available only in the electronic edition.

Supported by the quantitative results of $d_c$, we propose a possible explanation for the $P$-wave induced alteration of $d_c$. As illustrated in the bottom schematic diagrams in Figure 7, it is likely that some asperities in the disturbed zone undergo failure or damage when a perturbing $P$ wave strikes the fault plane. The failure of these asperities potentially results in increased separation between active contacts and, thus, an increased $d_c$ (Ohnaka, 2003; Harbord et al., 2017). Further, this failure of microscopic asperities affects the rupture process in two ways. On the one hand, the failure of asperities changes the contact state in the disturbed zone. On the other hand, the failure of asperities may also lead to the weakening of the fault strength, which may immediately lead to the onset of rupture growth with sub-Rayleigh velocity (disturbed growth). Such a modification of contacts by seismic waves was suggested as a possible mechanism for earthquake dynamic triggering (Kilb et al., 2000).

However, previous studies have shown that the population of asperities in contact would increase with static normal load, which may be due to the indentation yielding of contacts (Dieterich and Kilgore, 1994). According to this rule, it is plausible that a superposition of dynamic stress would strengthen the fault rather than trigger ruptures, which is contrary to our experimental results and speculation. However, it is not clear whether the earlier rule derived from static experiments still...
holds for this work, in which the static normal stress is superposed by a dynamic P-wave perturbation. It is likely that the contacts are brittle when subjected to dynamic perturbation, so the contact may undergo brittle failure. Furthermore, if the contact area increases after the passage of the P wave, the fault strength should increase, and there would not be triggered ruptures, which is contrary to the experimental results. Because the microscopic process responsible for the initiation of dynamic triggering has not been thoroughly resolved in this work, more efforts should be made in the future.

**Disturbed nucleation model explaining the time delay and rupture dynamics**

Because the boundary between the disturbed and undisturbed zone roughly matches the boundary between nucleation phases I and II, we term phase I in Figure 4 as “disturbed growth” and phase II as “quasistatic growth”. The latter follows the term used for spontaneous rupture nucleation (Ohnaka, 1996; Latour et al., 2013). As shown in Figure 8, the disturbed nucleation process is delineated by the nucleation data points for all events. Hence, for given fault roughness and triggering stress wave, the rupture nucleation and dynamic propagation are determined by the biaxial loading through the critical half rupture length \( L_c \): the final dynamic rupture velocity is supershear if the critical half rupture length \( L_c \) is within the disturbed zone of 25 mm; otherwise, it is sub-Rayleigh.

Depending on the static loading condition, the disturbed sub-Rayleigh rupture (phase I) may directly transform into supershear within the disturbed zone or evolve into a prolonged slow quasistatic rupture (phase II), followed by a sub-Rayleigh rupture. Thus, our results reveal that, in our laboratory setting, the earthquake triggering mechanism is the alternation of fault contact in combination with the disturbed rupture nucleation. The time delay of dynamic triggering may arise from the period for the triggered slow quasistatic rupture to grow into earthquakes.

Triggered creep has also been proposed as a mechanism to explain triggered earthquakes and tremors with some time delay (Shelly et al., 2011). Such a secondary triggering process was observed recently for events following the 2016 \( M_w \) 7.8 Kaikōura earthquake (Yao et al., 2021). The experimental observation from this study is generally consistent with these models.

**Conclusions**

We perform laboratory experiments to investigate near-field dynamic triggering of earthquakes. We provide direct laboratory evidence for the time delay in earthquake triggering, identified as the time required to nucleate the triggered event following the dynamic perturbation. Our results show that the time delay is strongly related to a “disturbed” rupture nucleation process. The physical process governing the near-field dynamic triggering is the evolution of the alteration of the contact state combined with aseismic slip (disturbed nucleation). We also demonstrate that the disturbed rupture nucleation behavior can be predicted using a disturbed nucleation model in combination with the
known loading conditions applied to the laboratory fault. This stress state defines a missing slow nucleation phase (II) for faults stressed close to failure (S < 0.5) that predictably fail in supershear.

We note that it is difficult to determine the stress (and the failure strength) of real faults. Hence, it is impossible to directly obtain the loading conditions and other key parameters (e.g., the seismic ratio S) to accurately predict the delay time and rupture velocity of triggered events in the field. However, the observed triggering mechanism may provide a possible framework to explain the delayed dynamic triggering from near- through far-field sources by incorporating other relevant physical processes.

Data and Resources

The supplemental material includes two texts (Texts S1–S2) and two figures (Figs. S1 and S2) to better display our experiments and methodology. Data sets for this research are available in Figshare, doi: 10.6084/m9.figshare.13337260.

Figure 8. Disturbed nucleation model delineated by rupture fronts during the nucleation. The nucleation process (which depends on the frictional properties of the fault and results from the stress-wave disturbance) is marked by the shaded red strip (corresponding to phase I) and blue strip (corresponding to phase II). Cycles indicate the location of rupture tips for each event at different moments during and after the nucleation. The disturbed and undisturbed zones of the fault are indicated in the figure by light yellow and light blue background shading. The two typical triggered events shown in Figure 3 are highlighted with event parameters and solid lines. The color version of this figure is available only in the electronic edition.
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